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ABSTRACT

With nationwide declines in public transportation ridership, transit may be falling behind in its ability to help cities deal with congestion. Increasing real-estate values are causing the economic displacement of low-income populations, those most closely associated with transit ridership. A plethora of new mobility options are providing alternatives for transit riders who can afford them and even for those who require subsidy. But how will access to transit, ridership, and congestion be impacted by these shifts in demographics and the introduction of new mobility services?

In thrust 1, the team assessed the impacts of low-income individuals and families moving to the periphery of communities, i.e., the suburbanization of poverty, on public transit. In addition, this thrust provided a detailed analysis of sociodemographic and accessibility changes over time. In thrust 2, the study team developed a novel approach to understand how levels of transit service and demographics impact transit ridership on a highly specific spatial and temporal scale. In thrust 3, the study team developed a better understanding of the interactions between public transit and transportation network company (TNC) providers. In thrust 4, the study team documented the rapid evolution of paratransit services available to access healthcare. Although the research in all four thrusts focused on specific areas of the southeast US, the results are applicable nationally to aid transit and regional planning agencies.
EXECUTIVE SUMMARY

This project includes researchers from four universities in the STRIDE partnership that together will address access to public transportation issues with specific contributions in suburbanization of poverty, Transportation Network Companies (TNC), healthcare access, and vulnerable populations. The research took place in four thrusts, each led by one of the primary researchers. It is of note that although this report is being published in its final form in 2021, all of the research took place prior to the COVID-19 global pandemic. Despite this, we feel the lessons take on even more importance as we seek a sustainable long-term future for public transportation.

In thrust 1, the research team investigated how changes in transit service and urban migration impacted job accessibility for low-income populations. The research team found that between 1990 and 2013, job accessibility in the Triangle region declined despite transit expansions. The authors conclude that the suburbanization of low-income population is the likely cause of declining job accessibility. This research informs how service expansion plans could maximize job accessibility in the future. Researchers shared their findings with GoTriangle, the regional transit agency, in order to help plan for future transit improvements.

In thrust 2, the research team investigated bus ridership trends in four cities between 2012 and 2018 on a hyper-local level. The research explored the impact of service frequency and demographic trends. The authors found that bus ridership is inelastic to changes in service frequency, i.e., each marginal bus added to a route will generate less than the average bus on the route. The authors also found that the bus ridership decline on a local level is correlated with the proportion of white residents. This research can help inform how service provision and demographic trends may affect bus ridership in the future. Researchers shared route-level ridership data in all four cities.

In thrust 3, the authors explored the partnership between transit agencies and ride-hailing company. The research evaluates the challenges and opportunities for transit agencies to leverage demand-responsive services. A geospatial model was developed to identify specific service gaps facing the transportation disadvantaged and opportunities for how improved TNC partnerships could potentially fill these gaps in metro Orlando. While these services are popular among transit riders, the authors raise their high operating costs as an important barrier to scaling up the relationship. These results may help determine how local government can facilitate mobility as a service.

In thrust 4, the research team focused on access to healthcare for paratransit users. Transportation is found to be a significant barrier to receiving health services. The authors conducted a national review of these emerging services and developed a typology of innovations including three strategies in which medical transportation could be provided by TNCs. The typology has been shared with practitioners nationwide. New mobility solutions promise cost saving potential for insurers and more reliable access for patients; however, it is unclear whether these services could be financially viable in low-density, non-urban areas.
1.0 INTRODUCTION

The transportation industry is experiencing the convergence of contradictory trends in the face of rapid change. Cities continue to sprawl outwards, and total vehicle miles traveled are now at their highest point in history, causing increases in congestion in many areas. Along with the changing transportation services, public transit may be falling behind in its ability to help cities deal with congestion. Nationwide transit ridership is declining - bus ridership in particular was at a 19-year low in 2016, even though urban population has increased at a steady pace. Increasing real-estate values are causing the economic displacement of low-income populations, those most closely associated with transit ridership. A plethora of new mobility options are providing alternatives for transit riders who can afford them. But how will access to transit, ridership, and congestion be impacted by these shifts in demographics and the introduction of new mobility services?

Between 2000 and 2011, the population below poverty limit living in the suburbs increased by 64 percent (Kneebone & Berube, 2014). Employment decentralization, affordable housing scarcity, and gentrification have contributed to the increasing trends of poverty suburbanization in the U.S. (Raphael & Stoll, 2010). Regardless the cause of these migration trends, a large number of transit-dependent low-income households now live in suburban areas (Kneebone & Berube, 2014). In areas with no access to public transportation, the poor are often forced to commute by personal vehicle, which highly increases their transportation cost and adds to existing traffic congestion problems. At the same time, the low-income users of transit systems operating in suburban areas experience longer commutes and overall lower access compared to urban areas, with significant quality of life implications (Barkley & Gomes-Pereira, 2015; Zimmerman et al., 2015). Research in this area has focused on the sociodemographic trends (Cooke & Denton, 2015; Hochstenbach & Musterd, 2018; Raphael & Stoll, 2010), while changes in transit access over time have not been fully considered.

While research has been completed on advantages and disadvantages of TNCs, such as Uber and Lyft, less is known about their impacts on public transportation and specialized transportation (Chan & Shaheen, 2012). Those transportation options are crucial for not just the general public but for transportation disadvantaged (TD), such as individuals with disabilities, older adults, or people who do not own a vehicle. Although TNCs have been partnering with communities to provide specialized services to specific populations, such as older adults (Leistner and Steiner, 2017; Lein, 2016), the coordination between other existing services and TNCs is less well understood. If existing providers do not have a stable source of funding, what are the options for providing transportation services for vulnerable populations? For example, will TNCs begin to equip vehicles to serve the special needs of the TD population? Could decreases in public transportation services have an adverse impact on TD populations because the decreases in service area for paratransit?

Paratransit services provide lifeline access to essential activities and services for transportation disadvantaged populations. Transit agencies, who are legally obligated to provide these services to
those with disabilities, often utilize dial-a-ride services to meet these obligations. These options provide critical access but often have inflexible rules about advance notice and trip cancellation, which can lead to long travel times and poor levels of service. Technological advances and policy changes are providing opportunities for new solutions to the needs of the transportation disadvantaged. Transit agencies are experimenting with the use of TNCs for paratransit services. For example, the Boston transit agency (MBTA) has begun subsidizing Uber and Lyft rides for passengers that qualify for ADA paratransit services. Early results show passengers making more trips, but at lower cost to the public sector. In addition, new transportation providers have emerged particularly in the healthcare sector where hospitals and care organizations have begun utilizing TNCs to provide patients with free or subsidized rides to care (Syed et al., 2013).

1.1 RESEARCH PRESENTED IN THIS REPORT

This project includes researchers from four universities in the STRIDE partnership that together addressed access to public transportation issues with specific contributions in suburbanization of poverty, TNCs, healthcare access, and vulnerable populations. The combined thrusts assess access to public transportation with a particular focus on the transportation disadvantaged, including those with low incomes and those with limited mobility. Both Thrust 1 and Thrust 2 address changing demographics, including how the suburbanization of poverty impacts access to public transportation and the subsequent changes in transit ridership. Thrusts 3 and 4 address how transportation network companies compete with and complement transit. Both Thrust 1 and Thrust 3 focus on vulnerable populations with respect to income level. Both Thrust 3 and Thrust 4 focus on vulnerable populations with respect to those with limited mobility who traditionally have relied on paratransit.

For thrust 1, found in Chapter 2, a methodology was developed to assess the externalities of the phenomenon of suburbanization of poverty with respect to access to public transportation. This methodology is of benefit to public agencies who are interested in understanding the accessibility-related implications of different housing policies and transportation interventions. In addition, this study provides a detailed analysis of sociodemographic and accessibility changes over time for the Triangle Region, which benefits the local and regional agencies in multiple ways. For example, it provides the local and regional transit agencies with useful information of the current conditions, which will help them evaluate the efficiency of the bus system and make necessary adjustments to improve access. Public agencies can also extrapolate the sociodemographic trends into the future to understand the impacts of continued lack of housing affordability in the region and explore potential changes to the transportation systems to provide access to low-income households.

For thrust 2, found in Chapter 3 and Chapter 4, the study team provides a model for transit ridership on a highly specific spatial and temporal scale. In Chapter 3, our analysis looks internally within four transit agencies to provide useful insights on the impact of service allocation policies. In Chapter 4, these models are extended to give transit agencies an important policy tool to inform them on the impact of current population and demographic trends on transit ridership. The results of both help policy makers understand how to structure transit service and where and how ridership is changing.
For thrust 3, found in Chapter 4, the study team developed a better understanding of the interactions between public transit and TNC providers to understand how these two services cooperate, compete, and complement each other. The chapter also includes a framework for understanding the connections between public transportation and TNC providers.

For thrust 4, found in Chapter 5, the study team documented the rapid evolution of paratransit services available to access healthcare and providing an evaluation of the costs and benefits particularly regarding localized congestion in the Triangle region. We believe our results translate to other regions in the southeast and nationally that share the common features of rapid population growth and a low-density land use pattern.

Finally, it is of note that although this report is being published in its final form in 2021, all of the research took place prior to the COVID-19 global pandemic. Despite this, we feel the lessons take on even more importance as we seek a sustainable long-term future for public transportation.

### 1.2 REFERENCES


2.0 SUBURBANIZATION OF POVERTY AND CHANGES IN TRANSPORTATION ACCESS

Research conducted by Dr. Eleni Bardaka, Chang Liu, and Kai Monast, North Carolina State University and Institute of Transportation Research and Education (ITRE). A paper was published in the Journal of Transport Geography:

Chang Liu, Eleni Bardaka, The suburbanization of poverty and changes in access to public transportation in the Triangle Region, NC, Journal of Transport Geography, Volume 90, 2021, 102930, ISSN 0966-6923, The suburbanization of poverty and changes in access to public transportation in the Triangle Region.

2.1 INTRODUCTION

In the analysis of transportation systems, accessibility can be defined as how easily an individual can reach a designated destination by one or multiple transportation modes (El-Geneidy and Levinson, 2006; Deboosere and El-Geneidy, 2018). Numerous studies have been devoted in quantifying accessibility to different types of destinations for disparate population groups (Cervero, 1995; Handy and Niemeier, 1997; Dong et al., 2006; El-Geneidy and Levinson, 2006; Grengs, 2010). Among these studies, researchers have shown great interest in estimating accessibility for the transportation disadvantaged, including the low-income population\(^1\) over time and space (Foth et al., 2013; Barkley and Gomes-Pereira, 2015; Hu, 2015; Pyrialakou et al., 2016; Chandra et al., 2017; Pathak et al., 2017). A number of studies have specifically focused on access to public transportation or access to destinations by transit for the low-income population given their potential dependence on this mode (Glaeser et al., 2008; Brueckner and Rosenthal, 2009; Pathak et al., 2017). As the low-income population continues to suburbanize in the United States (Foth et al., 2013; Kneebone, 2017), the changes in accessibility for this population have started to draw attention of researchers and decision-makers. The suburbanization of poverty constitutes the process of population under poverty moving from inner-urban to suburban areas and is associated with a lack of affordable housing in urban areas and the availability of jobs in the suburbs (Hochstenbach and Musterd, 2018). Previous studies have shown that transit users in the suburbs experience lower accessibility to transit and by transit compared to downtown areas (Foth et al., 2013; Chandra et al., 2017). Due to the less developed public transportation system in the suburbs, the suburbanized low-income population may experience longer commutes or be forced to commute by personal vehicle for daily activities, which could substantially increase their living expenses and have significant quality of life implications. Analyzing accessibility over time allows us to understand how improvements in the transit system could benefit its users. Understanding the accessibility changes of the suburbanized low-income population is important for urban and transportation planners for developing efficient public transportation systems with equitable access.

\(^1\) In this study, low-income population is defined as the population below the federal poverty limit
The objective of this research is to quantify and compare transit accessibility for the low-income population over time and space to understand the combined impacts of poverty sub-urbanization and transit expansion on their level of access. We investigate whether transit improvements in the Raleigh–Durham–Chapel Hill region (typically referred to as the Triangle region), North Carolina (NC) in combination with the changes in the spatial distribution of low-income population have resulted in higher or lower transit accessibility for low-income population compared to the higher-income population\(^2\). By using descriptive and spatial analyses and gravity-based accessibility measures, we quantify the changes in accessibility of the low-income population to transit and accessibility to employment by transit and compare them for the city center, urban/suburban, and rural parts of our study area. Accessibility to transit is defined as how easily a low-income individual reaches a bus station by walking, while accessibility to employment is defined as how easily a low-income individual reaches a low-wage or low-skilled job by transit. Our research contributes to the understanding of how the transit has served the low-income population over time and space, which is a topic that has not been thoroughly researched in the US context. In addition, our research differentiates from other studies on the access to employment for low-income transit users (El-Geneidy and Levinson, 2007; S, 2003) by adopting an accessibility measure that accounts for the demand and supply of opportunities in a given zone. Our study area is the Triangle region, NC. As the second-largest metropolitan area in NC, the Triangle region has a considerable growth of new residents due to its rapid job growth and high quality of living. These characteristics make the Triangle region an interesting area for the study of transportation access over time for the low-income population and provide opportunities for comparisons with other regions in the US that experience similar growth patterns.

Through our descriptive analysis, we find that the poverty rate in urban/suburban areas increases significantly compared to the other areas between 1990 and 2013, which is an indication of suburbanization of this population. The percentage of low-income workers does not change substantially between 2006 and 2015 in our study area. As for the transit system, we observe a significant expansion of the length of the transit network in urban/suburban and rural areas between 1995 and 2005, but the rate of development slowed down after 2005. The descriptive analysis provides valuable results of how the transit network and the spatial distribution of the low-income population changed over the last twenty years. We estimate the changes in accessibility to and by public transportation for low-income population over time and space. The accessibility to transit is analyzed in combination with the spatial distribution of the low-income population. The areas with higher rates of low-income population are found to have higher accessibility to transit in the urban/suburban areas compared the general population. Overall, the accessibility to transit is increasing over time for all population groups. We specifically focus on the accessibility to qualified jobs by transit for low-income workers in comparison to the higher-income workers. We observe a decrease in accessibility to jobs for both groups over time in the entire study area. This result indicates despite the improvements in accessibility to transit in the study area, accessibility to jobs did not improve. Our analysis provides insights to transportation and planning agencies interested in understanding how well the current expansion of transit system serves communities to design a more efficient and accessible transit system.

\(^2\) The term “higher-income population” refers to the population that is above the federal poverty limit
The remainder of the report is structured as follows. The next section provides a detailed literature review on the definition of geographical areas, accessibility studies, and measures of accessibility. The third chapter discusses the proposed methodology for this study. Section 2.4 discusses the data used in this study and presents the results of descriptive analyses focused on comparing changes in the size of different geographical areas, the transit system, spatial distribution of poverty, and low-income/higher-income workers and jobs over time. The last chapter presents the results of accessibility to transit and employment by transit for the target population and the conclusions of our results.

2.2 LITERATURE REVIEW

In this section, we introduce the definition of suburbanization of poverty and its trending in the US. Then, we discuss the definition of accessibility and findings of accessibility for the low-income population in previous studies. Finally, we provide a detailed discussion of accessibility measures used in the literature.

2.2.1 Suburbanization of Poverty and Definition of Geographical Areas

Population living below the federal poverty line in the US has begun to migrate in suburban areas from central urban areas since the 1980s (Kingsley and Pettit, 2003). This phenomenon is termed as the “suburbanization of poverty”. Suburbs of large metropolitan areas in the US have experienced an increase in poverty, while central cities of these metros have seen a decrease but still retain a dominant share (Berube and Frey, 2002; Kingsley and Pettit, 2003; Berube and Kneebone, 2006). Between 2000 and 2015, suburbs in the large metropolitan areas in the US experienced a 57 percent increase in low-income population, which accounted for 48 percent of the total national increase in poverty (Kneebone, 2017).

Several factors may contribute to the suburbanization of poverty, including (i) rapid growth of suburban areas, (ii) scarcity of affordable housing in urban areas, and (iii) decentralization of employment centers (Foth et al., 2013; Kneebone, 2017; Hochstenbach and Musterd, 2018).

Background on residential segregation and poverty suburbanization in the US

Until the 1970s, segregation in the US was predominantly on the basis of race, as an outcome of racial prejudice and discriminatory policies and laws (Massey and Denton, 1993). The highest degree of isolation was experienced by African Americans, who around 1920 had started migrating from Southern rural areas to cities throughout the country (Lemann, 2011). After World War II, the government incentivized suburbanization by subsidizing home ownership, creating a mortgage insurance program for households, providing loans to construction companies, and adding requirements to these programs that excluded urban land (Nicolaides and Wiese, 2017). This resulted in an immense construction wave in suburban areas. Due to discriminatory federal housing policies, the owners of these new houses were primarily White, and by 1960, only 5% of the suburban population was African American (Nicolaides and Wiese, 2017). Consequently, up until the 1970s, segregation for African Americans within municipalities and neighborhoods was increasing dramatically; Hispanic and Asian segregation remained relatively constant despite the large immigration of these populations during that same time period (Massey et al., 2009).

In the last third of the twentieth century and after the removal of discriminatory policies, residential segregation for African Americans decreased steadily, while a new type of segregation started to rise, this
time on the basis of income (Massey et al., 2009). In the 1970s, poverty rate began to increase in the US after a long period of economic growth and prosperity (Levy, 1998; Massey and Eggers, 1993; Danziger and Gottschalk, 1995). Between 1970 and 2000, the income earned by the top 5% of households increased by approximately 75%, while the median household's income barely rose (Massey et al., 2009). This significant increase in income inequality has been attributed to technological advancements, globalization, and other economic changes that enacted a large need for high-skill jobs (Danziger and Gottschalk, 1995). One of the consequences of income inequality was geographical separation on the basis of wealth and spatial isolation of different social classes (Massey et al., 2009; Abramson et al., 1995).

Rising income inequality as well as the economic recessions in the 2000s which disproportionately affected low-skill jobs led to some of the existing suburban population becoming poor (Kneebone, 2017). In addition, since 1970, a substantial portion of the fast-growing low-income population started moving to the suburbs (Kneebone, 2017). The low-income population was attracted to suburban areas because housing gradually became more affordable in some suburbs. The ageing of some of the post-war suburban housing stock, the redevelopment efforts in city centers which led to the gentrification of some of the lower-income neighborhoods and the escalation of housing prices and rents, and the higher supply of housing in suburban areas increased the affordability of suburbs (Howell and Timberlake, 2014; Kneebone, 2017; Hanlon et al., 2006; Holliday and Dwyer, 2009; Madden, 2003; Brueckner and Rosenthal, 2009). The decentralization of employment was an additional driver of the migration of low-income households to the suburbs (Howell and Timberlake, 2014; Kneebone, 2017). Several studies have found that since 1970, the number of low-skill jobs has considerably increased in the suburbs of large US metropolitan areas while the inner cities have experienced a decline (Harrington and Campbell, 1997; Kasarda, 1989).

By 2005, 52% of the low-income residents of the largest 100 US metropolitan areas lived in the suburbs (compared to 48% in central cities), although the average poverty rate was lower in the suburbs (9.4%) and half of the average poverty rate in central cities (18.8%) (Berube and Kneebone, 2006). Between 2000 and 2015, the number of low-income individuals living in the suburbs of the largest metropolitan areas in the US increased by 57% (Kneebone, 2017). During the same time period, the poverty rate increased by three percentage points in suburban areas compared to two percentage points in cities and rural areas (Kneebone, 2017). Although the racial and ethnic diversity of the suburban low-income population has been increasing, the White low-income population still remains the most suburbanized group (Kneebone, 2017).

Geographical area definitions

The majority of current studies measure the suburbanization of poverty by measuring and comparing the poverty rate over time in urban and suburban areas. The different geographical areas in studies of suburbanization are classified by population density, age of housing stock, and geographical and physical boundaries (Berube and Frey, 2002; Kingsley and Pettit, 2003; Berube and Kneebone, 2006; Cooke, 2010). Previous studies that focused on the suburbanization of poverty established definitions of geographical areas in order to quantify the changes in poverty rate in each area type. Table 1 summarizes the different definitions of territory types used in previous studies.
### Table 2-1 - Definition of Geographical Area Used in Previous Studies

<table>
<thead>
<tr>
<th>Study</th>
<th>Geographic Definition</th>
<th>Population per sq. mile</th>
<th>Housing units per sq. mile</th>
<th>Boundary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berube and Kneebone (2006)</td>
<td>Central City</td>
<td>&gt;100,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Suburbs</td>
<td>&lt; 100,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cooke and Marchant (2006)</td>
<td>Central City</td>
<td></td>
<td>&gt; 400 pre-1940 units OR</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&gt; 200 pre-1940 units</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Inner Ring</td>
<td></td>
<td>&gt; 400 1949-1969 units OR</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>&gt; 200 1949-1969 units</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Outer Ring</td>
<td></td>
<td>Rest of territory</td>
<td></td>
</tr>
<tr>
<td>United States Census Bureau (2015)</td>
<td>Urbanized Areas</td>
<td>&gt; 50,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Urbanized Clusters</td>
<td>&gt; 2,500 &amp; &lt; 50,000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rural Area</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hu (2015)</td>
<td>Inner City</td>
<td></td>
<td></td>
<td>Within 5 miles surrounding LA CBD</td>
</tr>
<tr>
<td></td>
<td>Inner-ring Suburbs</td>
<td></td>
<td></td>
<td>The rest areas of LA and Orange county except inner city</td>
</tr>
<tr>
<td></td>
<td>Outer-ring Suburbs</td>
<td></td>
<td></td>
<td>Riverside, San Bernardino, and Ventura county</td>
</tr>
<tr>
<td>Hochstenbach and Musterd (2018)</td>
<td>Central</td>
<td></td>
<td></td>
<td>within city’s ring road and IJ river</td>
</tr>
<tr>
<td></td>
<td>Urban Periphery</td>
<td></td>
<td></td>
<td>within the municipal border</td>
</tr>
<tr>
<td></td>
<td>Surrounding region</td>
<td></td>
<td></td>
<td>Rest of territories</td>
</tr>
</tbody>
</table>

### 2.2.2 Accessibility for the Low-income Population

Our study scope focuses on accessibility changes for the low-income population. In transportation studies, generally, accessibility can be defined as how easy an individual can reach a designated destination by a certain or multiple transportation modes. The designated destination can be employment center, transportation, education, food, health care or other facilities (Cervero, 1995; Shen, 1998; Brons et al., 2009; Widener et al., 2013, 2015; Lin et al., 2014; Barkley and Gomes- Pereira, 2015; Chandra et al., 2017; Zuo et al., 2018). The low-income population may have lower accessibility to and by transit due because they may not be able to afford living in transit-rich areas compared to the higher-income population.
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the same time, transit agencies may design bus routes after considering the location of concentrated poverty. This may result in the low-income population having higher accessibility to public transportation. Previous studies have focused on examining the accessibility to a designated destination via a single mode or multiple modes for the low-income population (Cervero, 1995; Shen, 1998; Widener et al., 2013, 2015; Barkley and Gomes-Pereira, 2015; Hu and Giuliano, 2017; Chandra et al., 2017; Zuo et al., 2018). Since the low-income population has limited access to personal vehicles, their accessibility with respect to public transit has been of major interest. In general, transit-rich areas, which is defined as the areas with good access to transit, are associated with high-valued residential properties. Thus, compared to the higher-income population, the low-income population may have lower accessibility both to and by transit since they cannot afford such residence locations. Low-income households residing in US suburban areas may also experience fewer accessibility improvements compared to US city centers and suburban areas in other countries due to the slower pace of transit expansion in the US suburbs. Overall, the majority of previous studies find that the low-income population has lower accessibility to designated destinations by public transport, including qualified jobs, medical care centers, and other activity centers (Barkley and Gomes-Pereira, 2015; Maia et al., 2016; Pyrialakou et al., 2016; Boisjoly and El-Geneidy, 2017; Deboosere and El-Geneidy, 2018; Cui et al., 2019). However, one of the few studies that have investigated changes in accessibility over time, Foth et al. (2013), found that the census tracts with more socially disadvantaged population experienced an increase in accessibility to jobs and a decrease in transit travel times compared to the rest of the study areas from 1996 to 2006 in the city of Toronto and its adjacent cities. These results present the accessibility to general types of jobs by transit, which may not accurately reflect accessibility for the low-income population, the majority of who may be accessing low-income and low-skilled jobs. Working on a similar topic, another study conducted in Northeast Ohio found that the people living in poor and minority neighborhoods had better accessibility to jobs, but they had lower accessibility to jobs that they were qualified for, such as low-skilled and low-income jobs (Barkley and Gomes-Pereira, 2015).

2.2.3 Accessibility Measures

A wide range of accessibility measures have been used in previous studies. Geurs and van Wee (2004) stated that an ideal accessibility measure should include the following four components:

- The land-use component: the amount, quality, demand, supply, and spatial distribution of opportunities at each destination;
- The transportation component: the travel distance or time between an origin and a destination using a specific transportation mode, which can involve the time (travel, waiting and parking), costs (fixed and variable) and effort (reliability, level of comfort, etc.);
- The temporal component: the availability of opportunities throughout a day and the time available for individual to access opportunities;
- The individual component: the need to access certain activities (depending on personal characteristics, such as age, income, etc.) and access abilities (depending on physical condition, and available transport mode, etc.)

Accessibility measures used in previous studies can be categorized into four types (Geurs and van Wee, 2004): (i) infrastructure-based measures, (ii) location-based measures, (iii) person-based measures, and (iv)
utility-based measures (Geurs and van Wee, 2004). The definitions of each measure and related works are discussed in the following sections.

2.2.3.1 Location-based measures

Location-based measures simultaneously consider the spatial distribution of activities and transportation system components (Geurs and van Wee, 2004). For example, a location-based accessibility measure can be “the number of jobs that can be reached within 30 minutes by transit”. Two types of location-based measures have been used extensively: the contour measure and the gravity-based measure.

**Contour measure**

The contour measure, also known as cumulative opportunity measure, counts the number of opportunities within a given contour (e.g., distance, travel time, or generalized cost). For a study area with J zones, the accessibility of zone i to a type of opportunity is measured as the total number of opportunities in all zones within a given contour as follows:

\[ A_i = \sum_{j=1}^{J} W_j a_j, \quad i, j = 1, \ldots, J \]  

where \( a_j \) is the total opportunities in zone j; \( W_j \) is an indicator variable that is equal to one if the contour between zone i and j meets a given requirement (e.g. the travel time between zone i and j is less than 30 minutes). Several studies have selected contour measures because they are easy to estimate and understand. For example, El-Geneidy and Levinson (2007) compared the level of accessibility to jobs in 1990 to that in 2000 in the Minneapolis-St. Paul region by counting the number of jobs within 15 minutes of travel time by personal vehicle or public transportation from each centroid of travel analysis zone (TAZ). In another example, Deboosere and El-Geneidy (2018) used the number of jobs within the average travel time threshold to evaluate the accessibility to low-income jobs by public transport in comparison to general jobs across 11 metropolitan areas in Canada. A recent study by Grisé et al. (2018) used the number of jobs within 45 minutes travel time by public transport as their accessibility measure for general population and disabled population in both Toronto and Montreal, Canada. We find that the contour size is selected according to the goals of each study, while most studies choose the average travel time.

**Gravity-based measures**

Gravity measures are based on the social equivalent of Newton’s law of gravity (Geurs and van Wee, 2004). The gravity-based accessibility measures are derived from the gravity model for trip distribution. Two basic components are included in the model: (i) attraction of location, and (ii) travel cost (travel time, distance, or cost). Hansen (1959) first developed the original function of the gravity-based accessibility measure as follows:

\[ A_i = \sum_{j=1}^{J} a_j f(C_{ij}), \quad i, j = 1, \ldots, J \]
where $A_i$ is the accessibility of zone $i$ to a type of opportunity in all zones $J$; $a_j$ is the number of activity opportunities in zone $j$; $f(C_{ij})$ is an impedance function of traveling from zone $i$ to zone $j$, where $C_{ij}$ is the cost of travel. Foth et al. (2013) adopted a gravity-based measure to study access to employment by transit in Toronto, Canada for transportation disadvantaged groups.

In the late 1990s, Shen (1998) suggested that the basic gravity-based measure might ignore the relationship between demand and supply of opportunities. For example, all else being equal, if Zone A has 100 jobs and 200 jobseekers, while Zone B has 100 jobs and 50 jobseekers and we apply Equation 2, the jobseekers from both zones have the same accessibility. But in reality, jobseekers in Zone B have better access to jobs, since half of jobseekers in Zone A have to go to the other zones for jobs. Thus, Shen (1998) developed the following measure to capture the spatial distribution of both demand and supply of opportunities:

$$ A_i = \sum_{j=1}^{J} \frac{a_j f(C_{ij})}{D_j}, \quad i, j = 1, \ldots, J $$

$$ D_j = \sum_{k=1}^{J} P_k f(C_{kj}), \quad k, j = 1, \ldots, J $$

where $A_i$ is the accessibility for individual living in zone $i$ to a type of opportunity in all zones $J$; $a_j$ is the number of activity opportunities in zone $j$; $D_j$ is the demand potential in zone $j$; $P_k$ is the number of people living in zone $k$ seeking the same opportunities; $f(C_{ij})$ and $f(C_{kj})$ are the impedance functions between zone $i/k$ and zone $j$. As an example, Hu (2015) adopted this gravity-based measure to quantify the accessibility to qualified jobs via automobile for the low-income population in comparison with medium- and high-income population. The job accessibility of a jobseeker residing in tract $i$, $A_{i,m}$, to jobs in all zones $J$ was estimated by:

$$ A_{i,m} = \frac{\sum_{j=1}^{J} E_{j,m} f(C_{ij})}{\sum_{k=1}^{J} W_{k,m} f(C_{kj})}, \quad i, k, j = 1, \ldots, J $$

where $m$ is a dummy variable of low-income status; $E_{j,m}$ is the number of jobs in tract $j$; $W_{k,m}$ is the number of jobseekers residing in tract $k$; $f(C_{ij})$ and $f(C_{kj})$ are the impedance functions based on auto travel time, defined as follows:

$$ f(C_{ij}) = \begin{cases} 1 & \text{if travel time} \leq 10 \text{ min} \\ e^{-b_m C_{ij}} & \text{if travel time} > 10 \text{ min} \end{cases} $$

Population in each origin may use different travel modes while seeking the same opportunities in a given destination (Shen, 1998). For example, jobseekers in Zone A may need to travel by auto to jobs in Zone B, while jobseekers in Zone B can walk to jobs in the same zone. Shen (1998) added the different travel modes $m$ in the Equation 3:
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$$A_i^v = \sum_{j=1}^{J} \frac{a_j f(C_{ij})^v}{\sum_{m} D_j}, \quad i, j = 1, ..., J$$  \hspace{2cm} (7)

$$D_j^m = \sum_{k=1}^{K} P_k^m f(C_{kj}^m), \quad k, j = 1, ..., J$$  \hspace{2cm} (8)

where $A_i^v$ is the accessibility for individuals living in zone i and traveling by mode v to a type of opportunity in all zones J; $a_j$ is the number of activity opportunities in zone j; $D_j^m$ is the demand potential from zone j; $P_k^m$ is the number of people living in zone k using mode m to seek the same opportunities in zone j; $f(C_ij)^v$ is the impedance function for m or v travel modes traveling between two zones i and j. For all population living in zone i, the general accessibility $A_i^G$ is the sum of the accessibility by all mode weighted by the percentage of people who travel by each mode:

$$A_i^G = \sum_{v=1}^{V} P_i^v A_i^v, \quad i = 1, ..., J; \quad v = 1, ..., V$$  \hspace{2cm} (9)

where v is the indicator of travel modes; $P_i^v$ is the number of people in zone i traveling by mode v to opportunities; $P_i$ is the total population in zone i. Furthermore, Shen (1998) highlighted that the availability of each travel mode is different for each traveler; for example, the individual with at least one personal car can choose whether to use the car, while the individual with no personal car can only take transit or walk. Thus, Shen (1998) assumed that the behavior of individuals with at least one personal car should be described by the car travel impedance, while the behavior of the individuals with no personal car should be described by the transit travel impedance. Thus, the accessibility of personal car and transit for individuals living in zone i are estimated as:

$$A_i^{auto} = \sum_{j=1}^{J} \frac{E_j f(C_{ij}^{auto})}{\sum_{k=1}^{K} \left( \alpha_k w_k f(C_{kj}^{auto}) + (1 - \alpha_k) w_k f(C_{kj}^{tran}) \right)}, \quad i, k, j = 1, ..., J$$  \hspace{2cm} (10)

$$A_i^{tran} = \sum_{j=1}^{J} \frac{E_j f(C_{ij}^{tran})}{\sum_{k=1}^{K} \left( \alpha_k w_k f(C_{kj}^{tran}) + (1 - \alpha_k) w_k f(C_{kj}^{auto}) \right)}, \quad i, k, j = 1, ..., J$$  \hspace{2cm} (11)

The general accessibility combining personal car and transit is in addition to Equation 9 is:

$$A_i^G = \left( \alpha_i \frac{W_i}{W_i} \right) A_i^{auto} + \left[ (1 - \alpha_i) \frac{W_i}{W_i} \right] A_i^{tran} = \alpha_i A_i^{auto} + (1 - \alpha_i) A_i^{tran}$$  \hspace{2cm} (12)

where $E_j$ is the number of relevant opportunities in zone j; $W_k$ are the number of relevant individuals seeking the same opportunities living in zone k; $\alpha_k$ is the proportion of individuals in zone k with at least one auto; $f(C_{ij}^{auto or tran})$ is the impedance function that is determined by the travel cost by auto or transit between each pair of origin and destination. Adopting multi-mode gravity-based measure, Grengs (2010) studied the spatial mismatch among places and people in Detroit by measuring the accessibility to
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\[ A_i^G = \alpha_i A_i^{auto} + (1 - \alpha_i) A_i^{tran} \] (13)

where \( A_i^G \) is the general accessibility for people living in zone i to opportunities in all zones J; \( \alpha_i \) is the proportion of the workers in zone i with at least one auto; \( A_i^{auto} \) and \( A_i^{tran} \) are the accessibility by car and transit, respectively, and are defined as:

\[ A_i^{auto} = \sum_{j=1}^{J} \frac{E_j f(C_{ij}^{auto})}{\sum_{k=1}^{K} \alpha_k P_k f(C_{kj}^{auto}) + (1 - \alpha_k) P_k f(C_{kj}^{tran})} \] (14)

\[ A_i^{tran} = \sum_{j=1}^{J} \frac{E_j f(C_{ij}^{tran})}{\sum_{k=1}^{K} \alpha_k P_k f(C_{kj}^{auto}) + (1 - \alpha_k) P_k f(C_{kj}^{tran})} \] (15)

where \( E_j \) is the number of employment opportunities in zone j; \( P_k \) is the number of jobseekers living in zone k; \( \alpha_k \) is the proportion of workers in zone k with at least one auto; \( f(C_{ij}^{auto or tran}) \) are the impedance functions that determined by the travel cost of auto or transit between zone i/k and zone j.

In general, all the gravity-based measures in previous paragraph are well-accepted and widely used in current studies, since they reflect a joint effect of transportation systems (\( f(C_{ij}) \)) and land-use patterns (\( \alpha_j \)) on accessibility (Dong et al., 2006). However, the gravity-based measure cannot capture the variations across individuals, since it assumes everyone has the same interests in all activities.

2.2.3.2 Infrastructure-based measures

Infrastructure-based measures mainly assess the performance of transport infrastructure as an indicator of the accessibility (Geurs and van Wee, 2004). In other words, this measure helps to find how a road, transport mode or other infrastructure connects an origin and a destination based on its characteristics. For example, in order to visualize how the light rail served the public in the San Francisco Bay Area, Cervero (1995) first developed a method to measure the areas with accessibility to light rail by all travel modes, which he named “catchment areas”. The catchment areas were defined as the contiguous census tracts that encompassed the origins of 90% of all access or egress trips to stations (Cervero, 1995). Similarly, Zuo et al. (2018) presented a practical approach for estimating the transit service catchment area by non-motorized modes (i.e., walking and bicycling) in the Cincinnati metropolitan area. The non-motorized accessibility to transit was determined by the connectivity and facilities of non-motorized transportation network. The estimation of transit service coverage involved two steps: (1) identifying the service coverage area that was accessible by pedestrians and bicyclists, and (2) estimating the population and jobs within the service area. Unlike the previous studies, Lei and Church (2010) defined the catchment areas by transit from the University of California, Santa Barbara (UCSB) as the areas that can be reached within a travel time threshold (0-15 min, 15-30 min, 30-45 min, 45-60 min, 60-75 min, 75-90 min, 95-105 min, and 105-
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120 min). In addition, some studies have focused on assessing the importance of road facilities on accessibility. For example, Chandra et al. (2017) conducted a study measuring the accessibility of low-income workers from employment centers to transit stops by walking or biking at night, and they found that the street light poles played an important role. The following relationship was assumed:

\[ A_i = \sum_k \Theta_k \frac{E_{i,k}}{T_{i,k}^\alpha}, \forall k \in 1,2,3, ..., K \] (16)

where \( A_i \) is the accessibility by walking or biking from all employment centers \( K \) to a transit stop \( i \); \( \Theta_k \) is a dummy variable indicating that the path between the employment center \( k \) and the transit stop \( i \) has continuous streetlight poles; \( E_{i,k} \) is the number of jobs at the employment center \( k \); \( \alpha \) is a decay factor for walking or biking; \( T_{i,k}^\alpha \) is the travel time between the employment center \( k \) and the transit stop \( i \); \( K \) is the total number of employment centers around stop \( i \) within a threshold of walking or biking (0.25 mile and 0.5 mile, respectively).

Lin et al. (2014) proposed a more complex measure to estimate the elderly’s accessibility to train stations by walking, personal vehicles, and bus. This study assumed that the accessibility was the sum of several weighted factors including distance, walking or driving route directness, land-use diversity, service and facility quality, parking location, and bus connection.

Furthermore, an infrastructure measure can also be an index that assesses the accessibility to several types of activities by any travel mode. As an example, Pyrialakou et al. (2016) established accessibility-level criteria by measuring the accessibility to each type of activity destination, including hospital, schools, recreational facilities, museums, and public libraries. Each destination had its own travel buffer based on travel time by a destination-specified travel mode to estimate accessibility (e.g., for large hospital, the radius of buffer is 9 miles, and the travel mode is auto). For each area, low accessibility indicated this area could not reach activity destinations within the given travel time by the given mode; medium accessibility indicated this area could not reach school and recreational facilities within the given travel time by walking but could reach other places by auto; high accessibility indicated this area could reach any activity destination within the given travel time by the given mode.

2.2.3.3 Person-based measures

Person-based accessibility measures analyze accessibility based on the individuals’ characteristics (Geurs and van Wee, 2004) such as “the activities that an individual can participate within a given a constraint of time”. More specifically, the possible spatial opportunities (e.g., supermarket, health center, school) that an individual might access could be identified based on the residential and work locations, the travel time constraints, and the travel mode. A main method that captures the individual-level accessibility is the space-time geography, which was first introduced by Hägerstråand (1970) to assess the influence of spatial, temporal, and personal constraints on people’s movement patterns. The person-based measure usually requires abundant data of trips to estimate the spatial choices and impacts of constraints on choices. A main application of the person-based measure is assessing the accessibility to healthy food. As an example, Widener et al. (2013) conducted a study in Cincinnati, Ohio to measure the accessibility under
time-space constraints to the supermarkets by a single-occupancy automobile from households residing in a food desert area. The supermarket interaction potential (SMIP) score, which quantifies the available time for shopping at a supermarket, was adopted as an index of accessibility. The study assumed that the higher the score was, the higher accessibility an individual had to the supermarket. The SMIP score for an individual who lives in TAZ i that works in TAZ j and shops at a supermarket in TAZ k is estimated as:

\[ SMIP_{ijk} = \max \left( 0, B - (t_{jk} + t_{ki}) \right) \]  

(17)

where B is the available time an individual has before he/she has to go home after work; \( t_{jk} \) is the travel time in minutes from work to the supermarket; \( t_{ki} \) is the travel time in minutes from the supermarket to home; Then, the possible time spent on shopping in the supermarket in the trips between home and general commuting destinations is quantified as:

\[ SMIP_i = \sum_j P_j \sum_{k \in K} SMIP_{ijk} / n \]  

(18)

where \( P_j \) is the proportion of commuters in TAZ i that works in TAZ j; K is the set of n supermarkets that have the largest \( SMIP_{ijk} \) scores. After that, the study further analyzes the trips between home TAZ i and a set of supermarkets K using the home-to-supermarket interaction potential (HIP) score:

\[ HIP_i = \sum_{k \in K} HIP_{ik} / n \]  

(19)

where \( HIP_{ik} \) is the home-to-supermarket interaction potential score between a pair of TAZ i and a supermarket k and is estimated as:

\[ HIP_{ik} = \max \left( 0, B - (t_{ik} + t_{ki}) \right) \]  

(20)

where \( t_{ik} \) and \( t_{ki} \) are the travel time to and from the supermarket k; B is the time budget for grocery shopping. Widener et al. (2015) conducted a follow-up study on the measure of accessibility by bus to the supermarkets from households residing in a food desert area. This study also adopted the interaction potential score to quantify the available time at supermarket. Considering the characteristic of walking, the study only includes the TAZs that are within two-miles from a bus stop.

A person-based measure can also capture the possible travel path of an individual by finding the probability of an individual being at an exact location. Horner and Downs (2014) established a density-based accessibility measure for assessing an individual’s accessibility to potential opportunity locations based on time-geographic density estimation (TGDE). TGDE is a technique that can estimate the probable location of an object in space within a time slot (Downs, 2010). Horner and Downs (2014) first estimated the probabilities \( f_t(x_{qk}) \) that one individual q is at kth location between a pair of origin i and destination j:

\[ f_t(x) = PPT^* \left( \frac{t_p(i,x) + t_p(x,j)}{t(i,j) - t_a(i,j)} \right) \]  

(21)
where $PPT^*$ is the distance weighting function of the potential path tree; $t(i, j)$ is the time elapsed between origin i and destination j; $t_a(i, j)$ is the time spent at kth location; $t_p(i, j)$ is the minimum travel time between two locations. Then, an attractiveness factor $O_k$ of each location k is introduced to estimate the accessibility level value to location k from location x, which was $f_t(x_qk)^O_k$. The attractiveness factor $O_k$ is bounded from zero to one. Finally, the accessibility value at location x is estimated by summing the accessibility level for each i − j pair:

$$A_{qk} = (N - 1)^{-1} \sum_{i=1}^{N-1} f_t(x_qk)^s_{ij}O_k$$

(22)

where $A_{qk}$, which was bounded from zero to one, was the accessibility score for individual q to location k; N is the number of control points on dataset; $s_{ij}^{-1}$ is the dimension of potential path tree for origin i and destination j. Higher score meant greater accessibility. Thus, the total accessibility of all individuals to an activity was:

$$S_k = \sum_q A_{qk}$$

(23)

Recently, Lee et al. (2018) suggested that previous studies have not fully considered the spatiotemporal changes of the population by using the census data. Thus, in their study of accessibility to bus system, Lee et al. (2018) used the phone-based hourly floating population that is defined as the population who transmit mobile signals in a grid-cell unit over a one-hour period instead of the population data in census. This study used mobile phone-based GPS information in Gu-district, Seoul, Korea to obtain the floating population. Also, the impacts by the frequency of bus on accessibility is captured by comparing the accessibility at different times of day, including morning rush hour, evening rush hour, and late night.

Furthermore, Järv et al. (2018) measured dynamic accessibility to food by public transportation in Tallinn, Estonia, while included both the spatial-temporal information of the individual, and the temporal of the public transportation and grocery stores (transit schedule and store opening hour).

### 2.2.3.4 Utility-based measures

Utility-based measures are based on random utility theory: individuals choose the alternative with the highest utility. Random utility models can measure the amount of “benefits” individuals derive from access to the spatially distributed activities by using the expected maximum utility as the measure of accessibility (Geurs and van Wee, 2004; Dong et al., 2006; Lei and Church, 2010). The accessibility using the utility-based measure is defined as:

$$E(max_{i \in C_n} U_{in}) = \ln \sum_{i \in C_n} \exp(\mu V_{in})/\mu$$

(24)

where $V_{in}$ is the systematic component of utility $U_{in}$ for individual n choosing destination i from the choice set $C_n$. Usually, a multinomial logit model of destination choice or a nested logit model of the destination...
and mode choice is used to measure the accessibility. The utility-based measure is individual-based and captures the impact of all modes on accessibility.

A case study of morning commuter accessibility to work in King County, Washington adopted the utility-based measure (Handy and Niemeier, 1997). The choice set $c$ in this study was defined as a combination of travel mode and destination. Then, the utility function $V_{n(c)}$ included the cost of travel ($e_{n(c)}$), household income ($Y_n$), socioeconomic characteristics of the individual $n$ ($Z_n$), transportation choice attribute for choice $c$ ($T_{n(c)}$), destination choice attribute ($D_{n(c)}$), and unobserved part ($\varepsilon_n$):

$$V_{n(c)} = f\left(\frac{e_{n(c)}}{Y_n}, Z_n, T_{n(c)}, D_{n(c)}, \varepsilon_n\right)$$  \hspace{1cm} (25)

The accessibility contribution of a specific variable is the logsums difference between before and after removing that variable from Equation 25; for example, to compare the accessibility contribution of walking mode, the walking mode was removed from the transport mode and then compared the logsums difference. The difference in logsums can be estimated as:

$$\delta v_n = -\frac{1}{\lambda} \sum \exp V_{n(c)} \frac{V_{n(c)}^A}{V_{n(c)}^B}$$ \hspace{1cm} (26)

Derived from random utility theory, Dong et al. (2006) established a new measure of accessibility of an individual, called the activity-based accessibility (ABA) measure, and adopted it in a case study in Portland, Oregon. Different from the other random utility measures, the choice set in ABA measure was a set of activity schedules, describing all possible schedule of activities through a day, given individuals’ residential location. Thus, accessibility was assumed to be the activity schedule with the maximum utility. By using the day activity schedule (DAS) model system, ABA measured an individual’s accessibility to all involved activities by taking the trip characteristics (e.g., scheduling and trip chaining) into consideration in addition to the basic variables in the other measures (e.g., travel time, distance and etc).

## 2.3 METHODOLOGY

Although there are different ways to measure accessibility, the gravity-based measure has been widely used (Shen, 1998; Hu, 2015), because it reflects the joint effect of transportation systems and land-use patterns on accessibility (Dong et al., 2006). Gravity measures are adopted in this study to estimate the accessibility to transit and qualified jobs by transit for low-income and higher-income populations at the census block group level over time in different geographical regions in the Triangle region. We hypothesize that longer travel time to opportunities, including bus stops and qualified jobs, is equivalent to lower accessibility.

### 2.3.1 Accessibility to transit

We assume that accessibility to transit $A_{it}$ for the individuals in zone $i$ at year $t$ is the sum of products of number of transit stops $a_{it}$ and friction function $f(C_{ijt})$ in all zones $J$, as suggested by the gravity model (Hansen, 1959):
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\[ A_{it} = \sum_{j=1}^{J} a_{jt} f(C_{ij}), \quad i, j = 1, ..., J \]  

(27)

where \( t \) includes 1995, 2006, and 2015; \( a_{jt} \) is the number of bus stops in zone \( j \) at year \( t \); \( f(C_{ij}) \) is an impedance function of walking time at year \( t \) from zone \( i \) to zone \( j \). We assume travelers are not sensitive to the travel cost within a certain threshold (e.g. distance and travel time), which results in relatively higher accessibility compared to the trips beyond that threshold.

Based on previous studies, travelers accessing transit have varies maximum walking distances according to several studies that investigated the walking distances to transit in North American cities (Lam and Morrall, 1982; Canadian Urban Transit Association, 1993). However, most transit users (over 75%) walked 0.25 mile or less to a bus stop (Brinckerhoff, 2013). Assuming that travelers walk at an average speed of 3 miles per hour, a 0.25-mile distance is equivalent to a walking time of 5 minutes. Thus, we assume that if a bus stop is within a 5-minute walk of an individual's residence location, this individual experiences low friction when accessing this stop, which makes \( f(C_{ij}) \) equal to 1. If walking time is more than 5 minutes, we use a distance decay function to capture impedance. As suggested by previous studies (Skov-Petersen, 2001; Geurs and van Wee, 2004; Foth et al., 2013), the decay function is estimated as a negative exponential function of the inverse relative cumulative trip frequency and travel time. Data on walking time to bus stops are available from the Greater Triangle Travel Study conducted in 2006. The same friction function is used for all analysis years due to limited data availability for other years:

\[ f(C_{ij}) = \begin{cases} 
1 & \text{if travel time } \leq 5 \text{ min} \\
\alpha e^{-\beta C_{ij}} & \text{if travel time } > 5 \text{ min}
\end{cases} \]  

(28)

where \( \alpha \) equals 2.3142 and \( \beta \) equals -1.199.

2.3.2 Accessibility to employment by transit

As for measuring the accessibility by transit to qualified jobs, we adopt the measure developed by Shen (1998) to capture the spatial distribution of both demand and supply of qualified jobs:

\[ A_{it} = \sum_{j=1}^{J} \frac{a_{jt} f(C_{ij})}{D_{jt}}, \quad i, j = 1, ..., J \]  

(29)

where \( A_{it} \) is the accessibility to qualified jobs in all zones \( J \) for job seekers living in zone \( i \) at year \( t \); \( a_{jt} \) is the number of qualified jobs in zone \( j \) at year \( t \); \( D_{jt} \) is the demand for jobs in zone \( j \) at year \( t \):

\[ D_{jt} = \sum_{k=1}^{J} P_{kt} f(C_{kj}), \quad k, j = 1, ..., J \]  

(30)

\( P_{kt} \) is the number of job seekers living in zone \( k \) seeking the same type of jobs in zone \( j \) at year \( t \); \( C_{ij} \) and \( C_{kj} \) are the travel time by transit between zone \( i/k \) and zone \( j \) at year \( t \).
We use the average travel time to work by bus from the Greater Triangle Travel Study in 2006 as our cut-off threshold in the friction function, which is 35-minute for the low-income population and 25-minute for the higher-income population. It is worth noting that in order to capture the difference of the travel behavior between the low-income and higher-income population, we estimate different friction function for each group of population based on the survey data in 2006.

\[ f(C_{ij}) = \begin{cases} 
1 & \text{if travel time} \leq t_m \text{ min} \\
\alpha e^{-\beta C_{ij}/k} & \text{if travel time} > t_m \text{ min}
\end{cases} \]

where \( m \) is the low-income status indicator that equals to 1 when the individual is low-income; and 0, otherwise; when \( m = 0 \), \( \alpha = 0.436901 \) and \( \beta = 0.047551 \); when \( m = 1 \), \( \alpha = 0.57359 \) and \( \beta = 0.03988 \); \( t_m = 35 \) when \( m = 1 \), and \( t_m = 25 \) when \( m = 0 \).

The travel time in all friction functions refers to center-to-center network travel time between the census block group of residential and bus stop/job, which is estimated in ArcGIS. The travel time by public transit is estimated using the “Add GTFS to a network dataset” toolbox. The General Transit Feed Specification (GTFS) data in 2015 is obtained from TransitFeeds, which is a public GTFS source website (TransitFeeds, 2015). We rebuilt the 2006 GTFS based on historic hard-copy maps provided by local transit agencies in the RTP area.

2.4 DATA AND DESCRIPTIVE ANALYSIS

The study is conducted for the Triangle region of North Carolina. As shown in Figure 1, the area includes ten counties: Chatham, Durham, Franklin, Granville, Harnett, Johnston, Nash, Orange, Person, and Wake. The Triangle region is well-known for the Research Triangle, anchored by the three universities: North Carolina State University, Duke University, and the University of North Carolina at Chapel Hill. Multiple public transportation agencies, working as a partner system, currently serve the Triangle region under the joint GoTransit branding. Triangle Transit, known as the Triangle Transit Authority (TTA), works in cooperation with all transit systems mentioned above by offering transfers between its routes and those of the other systems. With high population migration because of numerous opportunities (i.e., jobs, educational institutions), transit agencies have been striving to expand the transit network to provide access and reduce the burden on the road network.
In this section, we first introduce the geographical area definitions used in our study to classify the city center, suburban and rural areas. Then, we present the distribution of poverty rate in different geographical areas in 1990, 2000 and 2013 to reveal any changes in the spatial distribution of poverty. We also plot the difference of poverty rate between 1990 and 2000 and between 2000 and 2013. Last, we present the distribution of both low-income workers/jobs and higher-income workers/jobs to find the areas with the most unbalanced job/worker rate. The term “low-income” in this study includes two types, “low-wage” and “low-skilled”; these definitions will be introduced in the following section.

### 2.4.1 Geographical Area Definitions

Our study uses a combined definition by Cooke and Marchant (2006) and United States Census Bureau (2015) to define the city center, urban/suburban and rural areas: the city center is defined as the census block groups located in the center with greater than 400 pre-1940 housing units per square mile; and any adjacent block groups that have more than 200 pre-1940 housing units per square mile and at least 1,000 people per square mile (Cooke and Marchant, 2006). The urban/suburban areas are defined as the rest of the block groups within the census urban boundary except the city center. The rest of the block groups in our study area are categorized as rural based on the Census definition. Based on these definitions, the changes in the geographical areas and transit networks are identified between 1990 and 2010. The built year of housing, population density, and boundary data are retrieved from the Census and American Community Survey (ACS). Due to the lack of housing structure year data, we use the 2013 ACS data set as an approximation of 2010 data. The changes in geographical areas along with the transit network in each decade is shown in Figure 2 and presented in Table 2. It should be noted that historical transit network data are available only for the years 1995, 2005, 2010 and after 2015. Thus, we use the transit data in 1995 and 2005 as approximated transit networks in 1990 and 2000, respectively. The transit network data are provided by the Institute for Transportation Research and Education (ITRE).

---

We put the selection process of geographical area definitions in the Appendix.
According to Figure 2 and Table 2, the size of urban/suburban areas increases significantly in our study area between 1990 and 2010. As we can see in Figure 2, the development of the transit network seems to follow the expansion of the suburban areas. The areas within Wake, Durham, and Orange County experienced a remarkable increase in the size of both suburban areas and transit networks. The development of the transit network in these areas mainly improved express routes and local routes for certain destinations. Express routes connect major cities in Wake County, including Raleigh and Cary, and major cities in Durham/Orange County, including the cities of Chapel Hill and Durham, directly. The local routes offer local transit services that connect with activity centers, such as the airport and shopping malls. However, the extension of the transit system slows down between 2005 and 2010; the average increase rate per year of this period is only 26.79% of the period between 1995 and 2005, while the major extension happened in the rural area.

### 2.4.2 Spatial distribution of the low-income population

In this study, due to lack of migration data, we assume that any substantial net increase in the low-income population rate in the suburban areas represents “suburbanization of poverty.” Similar to previous studies, we investigate the changes in average low-income population rate in each geographical area during each study year. The low-income population is the population below the federal poverty limit as defined by the US Census in 1990, 2000, and 2013. Since the geographical definition of city center, urban/suburban, and rural is changing over time, we use the 1990 geographical definition for the whole study period to compare the status of low-income and higher-income population in each geographical area at the same scale. Figure 3 shows the percentage of low-income population in each census block group in each study year. Additionally, we use the local Moran’s I statistic to identify local spatial autocorrelation for changes in poverty rate in our study area. The local Moran’s I analysis presents the statistically significant clusters of similar values of poverty rate, providing additional insights in the spatial distribution of poverty.

### Table 2-3 - Changes in the Proportion, Population, and Density of Low-income and Higher-income Population Over Time by Geographical Area

<table>
<thead>
<tr>
<th></th>
<th>Rate</th>
<th>Total Population</th>
<th>Population Density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low-</td>
<td>Higher-</td>
<td>Low-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>City Center</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>0.228</td>
<td>0.703</td>
<td>20732</td>
</tr>
<tr>
<td>2000</td>
<td>0.217</td>
<td>0.759</td>
<td>20906</td>
</tr>
<tr>
<td>2013</td>
<td>0.328</td>
<td>0.672</td>
<td>27186</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1662.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1098.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1360.4</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>90/00</th>
<th>00/13</th>
<th>Urban/Suburban</th>
<th>Rural</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-5%</td>
<td>8%</td>
<td>1%</td>
<td>3%</td>
</tr>
<tr>
<td>90/00</td>
<td>51%</td>
<td>-11%</td>
<td>30%</td>
<td>-10%</td>
</tr>
</tbody>
</table>

#### Table 3: Average Rate, Total Population and Population Density of Low- Income / Higher-Income Population in Different Geographical Areas

<table>
<thead>
<tr>
<th>Year</th>
<th>Average Rate</th>
<th>Total Population</th>
<th>Population Density</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Urban/Suburban</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>0.079</td>
<td>33469</td>
<td>220.32</td>
</tr>
<tr>
<td>2000</td>
<td>0.097</td>
<td>51433</td>
<td>344.43</td>
</tr>
<tr>
<td>2013</td>
<td>0.165</td>
<td>92630</td>
<td>568.54</td>
</tr>
<tr>
<td>90/00</td>
<td>23%</td>
<td>5%</td>
<td>56%</td>
</tr>
<tr>
<td>00/13</td>
<td>70%</td>
<td>-6%</td>
<td>65%</td>
</tr>
<tr>
<td><strong>Rural</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990</td>
<td>0.101</td>
<td>62881</td>
<td>34.18</td>
</tr>
<tr>
<td>2000</td>
<td>0.095</td>
<td>78971</td>
<td>45.03</td>
</tr>
<tr>
<td>2013</td>
<td>0.14</td>
<td>148851</td>
<td>96.71</td>
</tr>
<tr>
<td>90/00</td>
<td>-6%</td>
<td>26%</td>
<td>32%</td>
</tr>
<tr>
<td>00/13</td>
<td>47%</td>
<td>-5%</td>
<td>115%</td>
</tr>
</tbody>
</table>

The local Moran’s I analysis identifies five clusters: (i) a statistically significant cluster of high values (HH), (ii) a statistically significant cluster of low values (LL), (iii) statistically significant outliers in which a high value is surrounded primarily by low values (HL), (iv) statistically significant outliers in which a low value is surrounded primarily by high values (LH), and (v) not statistically significant neighbors. Table 3 presents the average rate, total population and population density of low- income / higher-income population in different geographical areas.

Overall, the city center in our study area has the highest average rate and density of the low- income population since 1990. We find a clear trend of suburbanization of poverty between 1990 and 2000, since the average rate of low-income population increases in the urban/suburban area, while it decreases in the other geographical areas during this decade (Table 3). In addition, the increase in the low-income population and the density of the low-income population are also the greatest in urban/suburban areas during this period. Between 2000 and 2013, all geographical areas experience a significant increase in the average rate of the low-income population, while the increase in urban/suburban remains the highest. Moreover, according to Figure 3 and 4, we find that the edges of the city center in both Wake and Durham County have substantial increase in the low-income population and always have high-high clusters of low-income population. The rural areas have the highest increase in the low-income population and density of the low-income population between 2000 and 2013. The rate of the higher-income population does not have a significant change compared to the low-income population in the Triangle region between 1990 and 2013. Interestingly, the density of higher-income population decreases in the city center for both time periods, while we see a substantial increase in the rural areas.
Figure 2-2: Change in Each Type of Geographical Area and Transit Network Between 1990 and 2010 in the Triangle region, NC
Figure 2-3: Percentage of Low-income Population in Different Types of Geographical Areas from 1990 to 2013
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Figure 2-4: Cluster of Rate of Low-income Population in Different Types of Geographical Areas from 1990 to 2013
2.4.3 Low-income workers and jobs

In this study, the low-income population is assumed to be associated with accessing two types of jobs, the low-wage and low-skilled jobs. Thus, we mainly focus on the accessibility of the low-wage and low-skilled workers to their corresponding type of jobs. In addition, the accessibility results between the low-income and the higher-income workers are compared in order to understand the relative changes. A combined definition based on Longitudinal Employer-Household Dynamics (LEHD) and Foth et al. (2013) is used to identify the low-wage and low-skilled jobs. A low-wage job is defined as a job offering a monthly wage lower than $1,250. The jobs with higher wages are referred to as high-wage jobs. Following the study by Foth et al. (2013), a low-skilled job is defined as a job in the sectors of utilities (NAICS 22), manufacturing (NAICS 31-33), wholesale trade (NAICS 42), retail trade (NAICS 45-55), and transportation and warehouse (NAICS 48-49). The population working in each type of job are defined as the low-wage workers and low-skilled workers, respectively. The employment data are retrieved from the Longitudinal Employer-Household Dynamics (LEHD) database. This data includes individual original-destination data, individual residence area characteristics data, and individual workplace area characteristics data between 2002 and 2015. In our study, the analysis uses individual residence area characteristics data and individual workplace area characteristics data in 2006 and 2015. Figure 5 and 6 present the spatial distribution of the low-wage/skilled workers and results of a local Moran’s I analysis in 2006 and 2015, respectively, while Figure 7 and 8 present these results for the low-wage/skilled jobs. The majority of low-wage/skilled workers are clustered in the rural areas in both years. Some of low-wage workers are also clustered around the city center. Both types of jobs are randomly distributed and do not have significant clusters compared to that of workers. We further present the low-income job/worker ratio of each census block group in Figure 9. We assume that a census block group with more than three jobs per worker has a high opportunity to find a satisfying job, while a census block group with less than one job per worker has a low opportunity. The rest of census block groups have a fair opportunity to find a satisfying job for the job seekers. As shown in Figure 9, the majority of rural areas lack the opportunity to find a satisfying number of jobs for both low-wage and low-skilled workers, while no obvious improvements are observed in 2015. Census block groups with a fair or high opportunity to qualified low-income jobs are found to cluster in the city center and urban/suburban areas. The areas between Wake and Durham County have a high opportunity to find satisfying jobs for low-income workers. These results suggest that there is an unbalanced relationship between demand and supply of qualified jobs within census block groups in the study area. Additional analysis of the numerical data in each geographical area is presented in Table 4 and Table 5. Table 4 and Table 5 summarize the average rate of workers/jobs, population/number of jobs, and population/job density, respectively. Both low-income and higher-income worker and job rates in each geographical area do not substantially change between 2006 and 2015. Overall, the city center still has the highest density of both types of jobs compared to the other areas from 2006 to 2015. Moreover, the density of each type of worker is much smaller than their qualified jobs, which means job seekers can have more chances to find satisfying jobs. However, the job density for both types of jobs is decreasing over time in the city center. Interestingly, the number of high-wage and high-skilled workers decreases by 15% and 13%, respectively, while the low-wage and low-skilled workers decreases by 5% and 4%, respectively, in the city center from 2006 to 2015. It is worth mentioning that the rural areas have the highest increase
in the density of all types of workers. There are small differences between the rates of workers and jobs, but unbalanced demand and supply still exists between qualified workers and jobs. Rural areas experience lower increase in qualified jobs than actual demand, especially for the high-wage and high-skilled workers. In summary, the density of both low-income and higher-income workers in urban/suburban and rural areas is higher than their corresponding qualified jobs, which in turn results in commuting across different geographical areas by job seekers looking for more job opportunities.

### Table 2-4 - Changes in Workers and Jobs with Different Income Over Time in Different Geographical

<table>
<thead>
<tr>
<th>Rate</th>
<th>Total Population</th>
<th>Population Density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low-wage Worker</td>
<td>Non-low-wage Worker</td>
</tr>
<tr>
<td></td>
<td>Job</td>
<td>Job</td>
</tr>
<tr>
<td>City Center</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>0.31</td>
<td>0.69</td>
</tr>
<tr>
<td>2015</td>
<td>0.28</td>
<td>0.72</td>
</tr>
<tr>
<td>06/15</td>
<td>-10%</td>
<td>-6%</td>
</tr>
<tr>
<td>Urban/Suburban</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>2015</td>
<td>0.23</td>
<td>0.77</td>
</tr>
<tr>
<td>06/15</td>
<td>-8%</td>
<td>-10%</td>
</tr>
<tr>
<td>Rural</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>2015</td>
<td>0.23</td>
<td>0.77</td>
</tr>
<tr>
<td>06/15</td>
<td>-9%</td>
<td>-10%</td>
</tr>
</tbody>
</table>

### Table 2-5 - Changes in Workers and Jobs with Different Skills Over Time by Geographical Area

<table>
<thead>
<tr>
<th>Rate</th>
<th>Total Population</th>
<th>Population Density</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low-skill Worker</td>
<td>Non-low-skill Worker</td>
</tr>
<tr>
<td></td>
<td>Job</td>
<td>Job</td>
</tr>
<tr>
<td>City Center</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>0.26</td>
<td>0.74</td>
</tr>
<tr>
<td>2015</td>
<td>0.23</td>
<td>0.77</td>
</tr>
<tr>
<td>06/15</td>
<td>-11%</td>
<td>-6%</td>
</tr>
<tr>
<td>Urban/Suburban</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>0.28</td>
<td>0.72</td>
</tr>
<tr>
<td>2015</td>
<td>0.25</td>
<td>0.75</td>
</tr>
<tr>
<td>06/15</td>
<td>-13%</td>
<td>-1%</td>
</tr>
<tr>
<td>Rural</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2006</td>
<td>0.34</td>
<td>0.66</td>
</tr>
<tr>
<td>2015</td>
<td>0.29</td>
<td>0.71</td>
</tr>
<tr>
<td>06/15</td>
<td>-13%</td>
<td>3%</td>
</tr>
</tbody>
</table>
2.5 ACCESSIBILITY ANALYSIS

In this section, we first present the relationship between accessibility to transit and poverty rate. Second, we present and compare the results of accessibility by transit to qualified employment by people with different income (low and high-wage) and with different skilled jobs (low and high-skill) in 2006 and 2015, respectively. Third, we summarize the results and discuss conclusions.

2.5.1 Accessibility to transit and suburbanization of poverty

This section presents the relationship between accessibility to transit and poverty status in each geographical area. Figure 10 shows the spatial distribution of the poverty rate deciles in 1990, 2010, and 2015. Each decile contains 10% of the census block groups included in our study area in a specific year. The darkest color represents the census block decile with the highest poverty rate. About 55% of the block groups in the 10th decile in 1990 no longer have the highest poverty rate in 2000. The proportion of shifted block groups of the 10th decile is 20 percentage points higher between 2000 and 2015 compared to the previous decade. An increase in the block groups with the higher poverty rate can be observed in urban/suburban areas, while the city centers experience a decrease. This result represents a suburbanization trend of the areas with the highest poverty rate from 1990 to 2015. Such results may indicate that the low-income population is more attracted to reside in the urban/suburban areas compared to all the other areas.

In order to visualize the change in poverty rate in each geographical area, the percentage point differences of poverty rate between 1990/2000 and 2000/2015 are displayed in Figure 11. Overall, the poverty rate is decreasing in most areas, while it increases in some urban/suburban areas between 1990 and 2000. Between 2000 and 2015, the majority of the study area has an increase in poverty rate. Especially, the urban/suburban area experiences a higher increase in poverty rate compared to the previous decade. Moreover, the poverty rate in the city center in Wake and Durham County is always decreasing between 1990 and 2015.

Figure 12 displays the spatial distribution of accessibility to transit deciles in 1990, 2000, and 2015. The darkest red represents the census block groups with the highest accessibility to transit. In general, the closer the census block group to a bus stop, the higher accessibility it has. As indicated in the descriptive analysis section, the transit development seems to follow the expansion of the urban/suburban areas. Thus, accessibility to transit also increased across the urban/suburban areas in addition to the city center over time. According to the percentage change of accessibility to transit between 1995/2006 and 2006/2015 presented in Figure 13, the boundaries of the urban/suburban areas are found to have a substantial increase in accessibility to transit over time. Specifically, in addition to the development in Raleigh–Durham–Chapel Hill, Hillsborough in Orange County seems to become as a new center with good accessibility to transit.
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Figure 2-5: Rate of Low-wage/skilled Worker in Different Types of Geographical Areas in 2006 and 2015
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Figure 2-6: Cluster of Rate of Low-wage/skilled Worker in Different Types of Geographical Areas in 2006 and 2015

- a) Cluster of low-wage worker rate in 2006
- b) Cluster of low-skilled worker rate in 2006
- c) Cluster of low-wage worker rate in 2015
- d) Cluster of low-skilled worker rate in 2015
Figure 2-7: Rate of Low-wage/skilled Job in Different Types of Geographical Areas in 2006 and 2015
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Figure 2-8: Cluster of Rate of Low-wage/skilled Job in Different Types of Geographical Areas in 2006 and 2015
Figure 2-9: Job/Worker Ratio in Different Geographical Areas in Different Year
Figure 2-10: Poverty rate deciles in 1990, 2010, and 2015
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Figure 2-11: Percentage point differences of the low-income population between 1990/2000 and 2000/2015
Figure 2-12: Accessibility to transit deciles in 1995, 2006, and 2015
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Figure 2-13: Percentage change of accessibility to transit between 1995/2006 and 2006/2015
Figure 2-14: Comparing standardized accessibility to standardized poverty rate in different geographical areas (the standardized poverty rate is statistically significant only in (b), (e), and (h))
Figure 2-15: Comparison of average accessibility in vulnerable census block groups and others in different geographical areas

Figure 14 presents the relationship between standardized accessibility and standardized poverty rate in different geographical areas over time. The standardized poverty rate is significantly associated with the standardized accessibility in the urban/suburban areas only at a 99% significance level. In the urban/suburban areas, the block groups with higher poverty rate are found to have higher accessibility to transit compared to the rest of the region. Figure 15 further compares accessibility in the areas with higher poverty rate to the total respective geographical region. The block groups with the highest quarter of poverty rates are defined as “vulnerable zones”. Looking at the entire study area, the vulnerable zones have higher accessibility compared to all block groups over time across our study area. Compared to all block groups, the vulnerable zones in the urban/suburban areas have higher accessibility over time. The vulnerable zones in the city center gradually surpass all block groups with regard to the average accessibility, although they have lower accessibility in 1995. Overall, the results in the urban/suburban areas are consistent with the studies by Foth et al. (2013) and Deboosere and El-Geneidy (2018).

2.5.2 Accessibility by transit to qualified jobs

Table 6 presents the results of accessibility to qualified jobs by low-wage/high-wage and low-skilled/high-skilled populations in 2006 and 2015. Accessibility less than one is defined as low accessibility since it means job seekers have very few opportunities to access qualified jobs. At the same time, accessibility more than three is defined as high accessibility since the possibility that individuals can find satisfying jobs for themselves increases. Figure 16 and 17 present the results of accessibility to qualified jobs by low-wage/high-wage and low-skilled/high-skilled population, respectively.
The results show a decreasing trend of accessibility to employment by transit for all populations between 2006 and 2015. The accessibility to low-skilled jobs by low-skilled workers decreases faster than that of low-wage workers, while the accessibility to high-wage jobs by high-wage workers decreases faster than that of high-skilled workers. The accessibility is distributed unevenly across our study area with no apparent differences between income-classified and skill-classified population groups. For both of these groups, we see large clusters with high accessibility in the city center and its adjacency block groups in both Figure 16 and 17. Also, the results in Table 6 indicate that the population in the city center has higher accessibility compared to the population in other geographical areas. Consistent with our assumption, the low-wage and low-skilled populations in the city center have lower accessibility to qualified jobs by transit on average compared to their counterparts. However, the accessibility decreases faster for the high-wage population than the low-wage population in such areas.

The differences in average accessibility between these groups are negligible in other geographical areas. As for the populations in urban/suburban areas, the average accessibility to jobs by transit is quite steady over time compared to the other geographical types. It is worth mentioning that some rural areas without transit network show relatively high accessibility in both Figure 16 and 17. Also, the areas between Wake and Durham County show high accessibility to all job types by transit. However, the results in the previous section show that the accessibility to transit in such areas is low since express routes connect two counties directly without setting stops in the middle of the routes. The reason of these results is that workers have relatively high accessibility to the jobs in their residential census block groups, which means if a census block group has more qualified jobs than job seekers, it will show high or fair accessibility although there is no transit available.
2.6 CONCLUSIONS

By using a comparative descriptive and accessibility analysis of Census data and transit network data from one US metropolitan area, this study attempts to improve our understanding with respect to the changes over time and space in accessibility to transit and employment by transit for low-income populations residing in central, suburban, and rural areas. We primarily focus on the suburbanization of poverty and how this phenomenon impacts accessibility to and by public transportation. This study categorizes our study area, the Triangle region, NC, into three regions: city center, urban/suburban, and rural areas. The descriptive analysis provides information on the changes in the transit network, low and higher-income populations, low-wage/high-wage, and low-skilled/high-skilled jobs and workers in each geographical area. Our results suggest that the urban/suburban areas experience a significant increase in its size between 1990 and 2010 compared to the other geographical types. We also see a substantial increase in transit length between 1995 and 2005, while the transit expansion between 2005 and 2010 is relatively slow. With respect to poverty rate, population, and population density changes in each geographical area, we observe a substantial increase in poverty rate in urban/suburban areas, while the poverty rates in other geographical areas decrease between 1990 and 2000, which indicates potential poverty suburbanization. Poverty rates increase in all three geographical areas between 2000 and 2013, which indicates that low-income households are attracted to the Triangle region or that households’ income decrease over time.

In our analysis of accessibility, we use gravity-based measures that account for travel time between home and bus stop and the number of bus stops to quantify the accessibility to transit, while a more advanced gravity measure that accounts for travel time, and demand and supply of jobs is used for quantifying the accessibility to qualified jobs by transit. We first estimate the accessibility to transit in combination of the distribution of the low-income population. Then, we estimate the accessibility to qualified jobs by transit for the low-wage/high-wage, and low-skilled/high-skill populations. The results show that the areas in the city center have the highest average accessibility to transit and jobs over time compared to the other geographical areas. We also find that the accessibility to transit increased over time for everyone, while the accessibility to qualified jobs by transit decreased across the study area for all population groups between 2006 and 2015. This result indicates that the expansion of the transit network in the recent years has not improved the accessibility between residential locations and employment centers.

Future research can overcome some of the limitations of the current study, including data analysis for multiple metropolitan areas, and estimating accessibility changes over time and space to various facilities by transportation disadvantaged groups.
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Figure 2-16: Accessibility to Qualified Jobs by Transit for low-wage and high-wage Population in Different Geographical Areas

a) accessibility to low-income jobs by low-income population in 2006

b) accessibility to low-income jobs by low-income population in 2015

c) accessibility to higher-income jobs by higher-income population in 2006

d) accessibility to higher-income jobs by higher-income population in 2015
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Figure 2-17: Accessibility to Qualified Jobs by Transit for Low-skilled and High-skilled Population in Different Geographical Areas

a) accessibility to low-skilled jobs by low-skilled population in 2006

b) accessibility to low-skilled jobs by low-skilled population in 2015

c) accessibility to higher-skilled jobs by higher-skilled population in 2006

d) accessibility to higher-skilled jobs by higher-skilled population in 2015

Accessibility to jobs: 0 - 1, 1 - 3, > 3
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2.7 APPENDIX: SELECTION OF GEOGRAPHICAL AREA DEFINITION

In this section, we compare different urban/suburban definitions to look for the most suitable definition for our study area. Our study area has multi-city centers, and it is not easy to identify a nature boundary, such as a highway circle. Thus, we only choose from the population, housing structure year, and census urban definition of urban/suburban. We first adopt the population density definition by Ratcliffe et al. (2016), which the urban area is defined as the census block with more than 1,000 people per square mile. Figure 18 shows the urban areas change over time by population definition. We find that the urban areas in 2010 appear to be separated with each other, which is not reasonable since the urban areas are supposed to cluster together.

Then we present the urban boundary maps from the Census bureau which are available for each decade since 1990. The Census Bureau identifies two types of urban areas, which we name as the boundary definition in the following sections: (i) Urbanized Areas (UAs) of 50,000 or more people; and (ii) Urban Clusters (UCs) of at least 2,500 and less than 50,000 people. “Rural” encompasses all population, housing, and territory not included within an urban area. Figure 19 shows the geographical areas change by the boundary definition. We can see that the urban areas increase over time and cluster together, which enables our comparison on the accessibility in different geographical areas. But the boundary definition does not identify the suburban areas, thus we need to further split the urban areas into the city center and suburbs. We adopt the house structure year definition to determine the city center - located in the center with greater than 400 pre-1940 housing units per square mile; and any adjacent census tract that has more than 200 pre-1940 housing units per square mile and at least 1,000 people per square mile (Cooke and Marchant, 2006). Figure 20 shows the house structure year and boundary definitions in 1990. According to the comparison, we find that the housing structure year identifies a clear boundary of city center within the urban areas in the boundary definition. Thus, our study uses a combined definition by Cooke and Marchant (2006) and United States Census Bureau (2015) to define the city center, urban/suburban and rural areas: the city center is defined as the census block groups located in the center with greater than 400 pre-1940 housing units per square mile; and any adjacent block groups that have more than 200 pre-1940 housing units per square mile and at least 1,000 people per square mile (Cooke and Marchant, 2006). The urban/suburban areas are defined as the rest of the block groups within the census urban boundary except the city center. The rest of the block groups in our study area are rural areas.
Figure 2-18: Comparison urban/rural by population definition over time (census block)
Figure 2-19: Comparing geographical areas by the boundary definition over time (census block group)
Changing Access to Public Transportation & the Potential for Increased Travel

Figure 2-20: Comparison between house structure year definition and census boundary definition

(a) Defined by house structure year

(b) Defined by urban boundary
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3.1 INTRODUCTION

In 2018, following six years of consecutive decline, bus ridership in the United States attained its lowest level in recorded history, which started in 1965 (Cihak and Pham, 1990; Dickens, 2018). Each transit trip lost to private cars contributes to traffic congestion, pollution, and road fatalities. The revenue lost from declining ridership also impedes the ability of transit agencies to provide service, which hurts ridership further in a downward cycle. Transit agencies therefore need to understand how this trend can be reversed and at what cost.

The main tools transit agencies have available to influence ridership are service allocation policies. Transit planners are tasked with setting frequencies throughout the network under constrained resources. They must balance ridership with other, sometimes conflicting, objectives including equitable access, connection to places of strategic importance, and reliability. In particular, agencies must decide whether to spread service to reach the few or concentrate it to attract the many. In order to allocate service in a transparent manner that maximizes total welfare, the effect of frequency on ridership should be quantified. This effect may not be linear; each vehicle-trip added to a route may not produce as much (or as little) ridership as the current route productivity, measured in passengers per vehicle-trip. Elasticity measures the percentage change in ridership resulting from a 1% increase in frequency. When elasticity is greater than one, adding more service increases the route productivity. Because elasticity measures the sensitivity of demand, it varies across routes based on frequency and across stops based on local characteristics.

Automated Passenger Count data (APC) can be used to model ridership at the stop level over time. Although transit agencies started deploying APCs in the mid-1970’s (Attanucci and Vozzolo, 1983), the technology has not yet been used to conclusively explain disaggregated ridership change. The first reason is that passenger count data are rife with errors and inconsistencies, which can quickly overwhelm sensitive ridership models. The second reason is that complex models are required to capture the variation happening on different spatial and temporal scales.

This chapter presents a new method to scrub, process, and model ridership data over time and space. Passenger counts are cross-checked with the General Transit Feed Specification (GTFS), a schedule
meta-data standard. Passenger counts are then aggregated by route-segments (groups of seven stops on the same route and direction) and combined with data sources on population and jobs. The *change* in ridership is modeled over time through panel regression. Fixed-effects models avoid unobserved heterogeneity and endogeneity biases that plague cross-sectional models by using each individual as its own control over time. Fixed-effects models therefore control for variation *between* individual locations to capture the variation *within* each. In this chapter, ridership is modeled using Poisson fixed-effects, which was developed by Hausman et al. (1984) for count data such as passenger boardings and alightings.

The chapter proceeds as follows: Section 2 organizes the main studies from the literature by level of aggregation and identifies panel models of hyper-local ridership trends as the gap in research. Section 3 presents the four case studies. Section 4 describes the process of cleaning, aggregating, and combining multiple relevant datasets. Section 5 presents the modeling results. Section 6 discusses their implications and identifies future research questions.

### 3.2 LITERATURE REVIEW

Ridership elasticity to frequency remains largely unaddressed in the literature. Table 1 classifies the main studies on transit ridership by level of spatial aggregation (rows) and whether the sample is observed once or at multiple time periods (columns). All the references in the top row evaluate ridership at the transit agency or metropolitan area level. These studies can help compare the impact of aggregated factors across regions, and for studies in the top-right quadrant, across time. Many factors that explain ridership can vary widely between regions (Taylor et al., 2009) and explain why ridership is greater in New York City than in Mobile, AL. However, the variation in the aggregated explanatory variables over time, within each region, can drown the local dynamics that cause overall ridership change. Just shifting resources from one route to another can impact overall ridership without even affecting the total service provided. Likewise, aggregated effects of population, jobs, and demographic factors are diluted in a system-level study.

<table>
<thead>
<tr>
<th>Cross-Section</th>
<th>Multiple Time Periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taylor et al. (2009); Ingvardson and Nielsen (2018)</td>
<td>Kain and Liu (1999); Kohn et al. (2000); Brown and Thompson (2008); Lane (2010); Chen et al. (2011); Iseki and Ali (2015); Boisjoly et al. (2018); Driscoll et al. (2018); Hall et al. (2018); Graehler Jr et al. (2019); Taylor et al. (2019); Ederer et al. (2019); Berrebi et al. (2019); Ko et al. (2019)</td>
</tr>
</tbody>
</table>
This modeling must be negative. In addition, zero particularly strictly estimates periods. In more disaggregated analysis, the route level to evaluate the impact of models harness the combined explanatory powers of all individual locations in the panel to explain the change in ridership. Tang and Thakuriah (2012) and Brakewood et al. (2015) use fixed-effects models at the route level to evaluate the impact of real-time passenger information on ridership. The regression structure in both papers is linear, which can be suitable for route-level ridership, where counts are approximately normal.

In more disaggregated analysis, however, ridership data is heavily skewed. Frei and Mamassani (2013) and Kerkman et al. (2015) apply a log-transform to model ridership data at the stop-level at two time periods. The log-linear regression, however, can lead to inconsistent (and inefficient) parameter estimates for count data (Silva and Tenreyro, 2006). While the log-transform allows the mean to be strictly positive, linear regression still assumes normally distributed errors around the mean. This is particularly problematic for low-ridership stops where almost half of observations would be expected to be negative. In addition, zero-values in the original data must be either truncated or a constant must be added to each observation, which can also introduce a bias.

Modeling ridership change at a disaggregated level is complicated by the missing data, endogeneity, and multiple levels of interaction. The models are highly sensitive to even slight misspecification. This chapter presents a unifying framework to analyze the causes of ridership change on a
disaggregated level. A step-by-step methodology to clean, process, and model APC data over multiple periods is described in detail to facilitate the development of this field of research by future studies. The effects of service changes on ridership are estimated. Retrospectively, this analysis can be used to control for frequency, and identify underlying trends based on a host of other factors. More broadly, this study opens the door to a wide range of research topics on the sensitivity of transit ridership.

### 3.3 CASE STUDIES

To evaluate the relationship between transit ridership and frequency, four transit agencies were selected based on the quality of their APC data. The research team initially contacted 14 mid-sized transit agencies. Of these agencies, eight were able to provide stop-level data. Three of these data sets did not pass our initial screening. One agency had undergone a network redesign, which created disruptions of a greater magnitude than the phenomena we are looking to capture. The analysis presented in this chapter is therefore based on four agencies, which are at the leading edge of best practices:

- Tri-County Metropolitan Transportation District of Oregon (TriMet) in Portland OR, from Spring 2012 to Spring 2017
- Miami-Dade Transit in Miami, FL, from Dall/Winter 2013 to Fall/Winter 2018
- Metro Transit in Minneapolis/St-Paul, MN, from Fall/Winter 2012 to Fall/Winter 2017
- Metropolitan Atlanta Rapid Transit Authority (MARTA) in Atlanta, GA, from Summer 2014 to Summer 2018

When the study team approached each transit agency, we asked for historical APC data going back as far as possible. Agencies provided data averaged by markup (see §4). Transit agencies typically have three markups per year, Spring, Summer and Fall/Winter. Because ridership is subject to seasonality, only one markup was used for each year. Since agencies started implementing APC technology at different times, the range of available data varies. Our objective was to make the study period as long as possible. We therefore decided to pick the season that maximized the number of markups in the analysis instead of using the same season for each agency. With only 5-6 years of data available, losing an entire year would have substantially affected the sample size.

Table 2 shows characteristics of the transit agencies and their metro areas. Data in the first two rows, 2018 bus ridership and hours of directly operated service, come from the National Transit Database (NTD, 2019). The last two rows of Table 2 show Metropolitan Statistical Area (MSA) population, and percent of population living in dense Census Tracts according to the 2016 single-year American Community Survey (ACS, 2016). Percent living in density is calculated as the share of metro area population living in Census Tracts with more than three housing units per gross acre, which is the “transit-supportive density” according to Kittelson Assoc (2013).

| Table 3-2 - Ridership and service provided by agency in 2018 according to NTD (2019) |
|---------------------------------|----------|---------|---------|---------|
| Unlinked Passenger Trips (000’s) | Tri-met  | Miami-Dade | Metro-Transit | MARTA |
| 56,727                          | 49,716   | 54,910  | 49,788  |
The transit agencies in this study are similar in size but they vary widely in other aspects. Ridership and revenue hours in each of the four agencies are all within 15% of each other. Dividing passenger trips by revenue hours gives operational efficiencies. TriMet is the most efficient agency with 28.5 passengers per revenue hour and MARTA is the least efficient with 21.9 passengers per revenue hour. While TriMet serves more passenger trips than Miami-Dade, the Miami region has 2.5 times more population than the Portland area. The Miami region is the densest, followed by Portland, Minneapolis/St-Paul, and Atlanta, where only 11% of the population lives at transit-supportive densities. The case-studies therefore represent a wide cross-section of mid-sized transit agencies. Coming from different parts of the United States, these agencies form a basis of comparison that can be useful to their peers.

### 3.4 DATA PROCESSING

Transit agencies in this study provided the research team with ridership data at the stop-route-direction-trip level. Passenger count data were then scrubbed, aggregated, and combined with other data-sets through a process illustrated in Figure 1. Each step of this process is described in this section. The outcome is a dataset that serves as input to our models. For a detailed outlook, see Joshi (2019).

#### 3.4.1 Aggregate Daily Frequency and Ridership

To provide a basis of comparison between all possible combinations of stop-route-direction (SRD), total daily frequency and ridership were aggregated by day. Total daily frequency was obtained by counting the number of trips. Aggregated ridership was obtained by summing boardings and alightings across trips. Summing both boardings and alightings is necessary to avoid the asymmetry problem: some stops, typically located near the end of the line, are only ever used to alight buses. For example, 18% of stops in Minneapolis/St-Paul have zero recorded boardings in Fall 2012. In addition, all weekdays are
pooled together, their averages are based on sample sizes five times greater than Saturdays and Sundays. In order to consider the most comprehensive dataset possible, we chose to focus on weekday ridership.

3.4.2 Identify Constant Stop-Route-Directions

In order to understand the relationship between the change in ridership and the change in frequency, only stop-route-directions that remained constant over the entire study period were considered. Any stop that was either added or removed between the first and the last year was disregarded. In Portland, Miami, and Minneapolis/St-Paul, more than 85% of stop-route-directions were already there in the first year. In Atlanta, however, almost half of all stop-route-directions in the last year had been added since the first year. The agency underwent a comprehensive operational analysis in which many routes were altered. A number of routes and stops remained the same but were simply renamed, causing them to be discounted from constant stop-route-directions. In any case, the purpose of this analysis is to evaluate the sensitivity of ridership to frequency, not to explain overall ridership change.

3.4.3 Comparison between APC and GTFS

The completeness of passenger count data is subject to the proper functioning of hardware aboard vehicles. The concentration of deficient passenger counters in particular geographic areas or time periods may introduce a bias. To avoid this issue, the number of observed daily trips in APC were compared with the number of scheduled trips for each stop-route direction. Historical schedule data published by transit agencies in GTFS format were obtained from third-party websites. The number of daily trips in APC and GTFS were then compared. All segments with more than one missing trip in the first year were filtered out of the analysis entirely. Route-segments with more than one missing trip in subsequent years are removed from the analysis only for the offending years.

3.4.4 Route Segments

While the main objective of this chapter is to understand the relationship between frequency and ridership, population and jobs also affect transit ridership on a local level. To extract meaningful results, these variables should be measured on the scale of their variation. While the service coverage area (i.e. accessible walking distance) for a bus stop is defined by the Transit Capacity and Quality of Service with a ¼ mi radius (Kittelson Assoc, 2013, §5-10), typical stop spacing in urban areas is only 1/8 mi according to the TCRP Report 19 - Location and Design of Bus Stops (Fitpatrick et al., 1996). Hyper-local variations in ridership are more likely to be explained by walkability, which is determined by connectivity, land-use patterns, quality of path, and context, on which no data is available (Southworth, 2005). Therefore, what accounts for differences in ridership between adjacent stops on the same route-direction is unlikely to be captured by our explanatory variables. Modeling ridership at the stop-route-direction level would reduce explanatory power. Furthermore, the passenger’s choice to use one stop over the next one introduces serial correlation, which may affect estimated variances.

To address these issues, we define route segments, clusters of seven adjacent stops on the same route-direction, as the spatial unit of analysis. To create route segments, the stop sequence (i.e., order on the
route) of constant stop-route-directions was obtained from GTFS. Since a stop can have different sequences on the same route-direction across different trips, the stops, stop_times, trips, and routes tables were joined and the sequence index common to the most trips was recorded. Spatial coordinates for each stop were also obtained from the GTFS stops table. Each route-direction was then divided in segments of seven stops in sequential order. The last remaining stops at the end of each route were merged with the upstream segment. Ridership and frequency were then averaged by segment across stops.

3.4.5 Population and Jobs

Population and job data were obtained from Longitudinal Employer Household Dynamics (LEHD). The LEHD are data products compiled by states using Unemployment Insurance earnings and published by the US Census Bureau. The number of jobs is provided at the Census Block level, by year. These data, however, are only available between 2011 and 2015. We therefore included a lag to match the LEHD time-frame with APC. The underlying assumption is that population and job trends between 2011 and 2015 continued their course until 2018 in Atlanta and until 2017 everywhere else. In other words, a Census Block that gained five residents per year until 2015 was assumed to keep growing at the same rate.

The LEHD data were first cleaned and prepared for import into ArcMap. Block Group shapefiles were joined using a common GEOID field. A dissolved ¼ mi buffer was applied to the stops based on the common route segment field. This buffer was overlaid with LEHD data using a pairwise intersection tool, which compares the input features of overlapping layers. Features common to both input layers were sent to the output feature class. The output mirrors the geometric intersections of the two layers while considering which layers they are derived from. Therefore, the overlapping service coverage areas of bus stops within the same segment were only counted once. Under the assumption that people and jobs are uniformly distributed within their geographic unit, LEHD data were weighted by the proportion of each Census Block in the segment buffer.

Figure 2 shows a map illustrating LEHD workplace locations by route segment buffers, which are differentiated by color. Overlapping segment buffers hide each other and are therefore not visible on the map. The length of each buffer varies considerably depending on the stop density. Block Group boundaries are shown as thick dashed lines and Census Block boundaries are shown as light gray lines. The small gaps in segment buffers represent the Census Blocks without any job locations.
3.5 RESULTS

This section presents the results from the Poisson cross-section and fixed-effects models. For derivation of the model forms, please see the published paper. These models were run in the software program R Studio using the stats and pglm packages, respectively (R Core Team, 2017; Croissant, 2017).

3.5.1 Cross-Section

Table 3 shows the results of the cross-sectional model in 2012 presented in Equation (2). McFadden’s pseudo-$R^2$ is shown for each agency at the bottom of Table 3. Just like the OLS $R^2$, the pseudo-$R^2$ for MLE represents the proportion of variation in the response variable explained by the model. In Portland, Miami, and Minneapolis/St-Paul, pseudo-$R^2$ values close to one indicate an excellent fit. In Atlanta, however, the model explains 39.3% of the variation. The first row, log(Freq) is the elasticity of ridership to frequency. For all four agencies, elasticity is significantly greater than one, and hence elastic. In other words, for two route-segments with the same population and jobs, the one with the greater frequency is likely to have more passenger per trip. The second row shows the sensitivity of ridership to the total of population and jobs. In all four agencies, the parameter estimate is significantly below one. For the same level of frequency, a segment surrounded by more development than another is expected to have less ridership per capita.

Table 3-3 - Cross Section Models

<table>
<thead>
<tr>
<th>Response Variable: Rid</th>
<th>Portland</th>
<th>Miami</th>
<th>Minn. / St Paul</th>
<th>Atlanta</th>
</tr>
</thead>
<tbody>
<tr>
<td>log (Freq)</td>
<td>1.36 (0.03)**</td>
<td>1.21 (0.03)**</td>
<td>1.50 (0.04)**</td>
<td>1.33 (0.08)**</td>
</tr>
<tr>
<td>log (Pop + Job)</td>
<td>0.52 (0.02)**</td>
<td>0.53 (0.02)**</td>
<td>0.52 (0.02)**</td>
<td>0.33 (0.04)**</td>
</tr>
<tr>
<td>(Intercept)</td>
<td>-4.87 (0.19)**</td>
<td>-4.45 (0.17)**</td>
<td>-5.86 (0.19)**</td>
<td>-3.57 (0.40)**</td>
</tr>
</tbody>
</table>

Figure 3-2: Map illustrating LEHD workplace locations by route segment buffers along with Census Blocks and Block Groups lines
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<table>
<thead>
<tr>
<th>Pseudo R2</th>
<th>0.82</th>
<th>0.72</th>
<th>0.81</th>
<th>0.39</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deviance</td>
<td>9447.14</td>
<td>13138.63</td>
<td>10732.59</td>
<td>14363.80</td>
</tr>
<tr>
<td>Num. obs.</td>
<td>874</td>
<td>1165</td>
<td>959</td>
<td>718</td>
</tr>
</tbody>
</table>

**Note:** **p < 0.001; **p < 0.01; * p < 0.05; · p < 0.1

In order to verify the model results of Table 3, we need to represent the relationship between ridership and frequency in 2012/2013 graphically. Figure 3 shows route productivity in weekday passenger boardings per trip against frequency in daily trips. Productivity allows us to compare the ridership contribution of each vehicle trip on routes with different frequencies. The size of each dot corresponds to the number of stops on the route. One would expect routes with more stops to connect more places, and therefore yield more passengers per trip. Express routes in all agencies are excluded because their stop densities are so much lower than the rest. A trend line is shown in red. The gray band represents its standard error.

Figure 3 provides a different lens to observe the same phenomenon identified in the cross-sectional regression model. There is a clear positive relationship between productivity (in passenger boardings per trip) and frequency (in number of daily trips) at one point in time. This trend is strongest in Portland and Miami and weakest in Minneapolis. In all four agencies, frequent routes carry more passengers per trip than lower frequency routes. Since these routes concentrate the most service, slight changes in productivity can have a disproportionate impact on overall ridership. At the same time, increasing service on these routes could greatly benefit overall ridership if their high productivity can be maintained.
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Figure 3-3: Route level productivity in passenger boardings per stop per trip as a function of weekday frequency over time in four metro areas in 2012 and 2013.

Both the cross-sectional model and the graphical representation show that, when comparing the variation between route-segments or routes, productivity is positively correlated with frequency. As discussed in the literature review, this does not necessarily mean that increasing frequency on a route-segment will produce increasing returns. High-frequency segments may be more productive due to unobserved heterogeneity or endogeneity. The effect of frequency change on ridership can, therefore, only be tested by comparing the variation within each route-segment over time. The next subsection does just that.

3.5.2 Fixed Effects

Table 4 shows the results of the Poisson fixed-effects model. For each agency, the elasticity of ridership to frequency and to population and jobs is presented. In this model, the interaction between frequency and prior frequency are omitted to enable a comparison with the cross-sectional results. The log-likelihood, total number of observations, individual segments, and time periods are shown at the bottom of the table. Unfortunately, there is no equivalent to the pseudo-$R^2$ for the fixed-effects Poisson model. However, the good fit of the cross-sectional models indicate that the fixed-effects model is also well specified. Finally, note that $\mu_i$ is significantly negative for all agencies. This
indicates that, even when controlling for frequency, population, and jobs, ridership is still declining over time.

The elasticity of ridership to frequency is far weaker in the fixed-effects model than in the cross-section. While the between elasticity in the previous model ranged from 1.21 to 1.50, the within elasticity shown in Table 4 ranges from 0.67 to 0.80. For all agencies studied, ridership is inelastic to frequency. In other words, each vehicle-trip added to a route-segments generates diminishing productivity returns.

Table 3-4 - Fixed Effects Model Without Prior Frequency

<table>
<thead>
<tr>
<th></th>
<th>Portland</th>
<th>Miami</th>
<th>Minn. / St Paul</th>
<th>Atlanta</th>
</tr>
</thead>
<tbody>
<tr>
<td>log (Freq)</td>
<td>0.71 (0.04)***</td>
<td>0.80 (0.04)***</td>
<td>0.75 (0.03)***</td>
<td>0.67 (0.01)***</td>
</tr>
<tr>
<td>log (Pop + Job)</td>
<td>-0.00 (0.04)</td>
<td>0.02 (0.03)</td>
<td>0.11 (0.04)**</td>
<td>0.06 (0.01)***</td>
</tr>
<tr>
<td>µt</td>
<td>-0.01 (0.00)***</td>
<td>-0.04 (0.00)***</td>
<td>-0.03 (0.00)***</td>
<td>-0.05 (0.00)***</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>-10135.99</td>
<td>-10341.42</td>
<td>-10891.49</td>
<td>-19433.92</td>
</tr>
<tr>
<td>Num. obs.</td>
<td>4884</td>
<td>5264</td>
<td>5647</td>
<td>3453</td>
</tr>
<tr>
<td>n</td>
<td>874</td>
<td>1165</td>
<td>959</td>
<td>718</td>
</tr>
<tr>
<td>T</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>5</td>
</tr>
</tbody>
</table>

**p < 0.001; ***p < 0.01; * p < 0.05; . p < 0.1

In order to represent the within elasticity of ridership to frequency graphically, we must add the time dimension to our scatter plots. Figure 4 shows route-level productivity as a function of frequency in the first year (2012/2013/2014) in red and the last year (2017/2018) in blue. The slopes of the arrows linking the first year and the last year data points are marginal productivity. There is clearly a trend pulling productivity down in all agencies, which is not dependent on frequency change. However, if frequency had no impact on productivity (i.e. elasticity = 1), then all routes would lose the same relative productivity. In all agencies, routes in which frequency increased seemed to experience more relative decline in productivity than expected and vice versa. This is particularly true in Portland, where long arrows pointing towards the bottom-right contrast with short arrows spread in every direction.

The trends in Figure 4 also show the connection between frequency change and prior frequency. For example, in Portland, frequent routes gained frequency, perhaps in an attempt to combat overcrowding, while in Miami, frequent routes lost the most frequency, perhaps in an attempt to maintain coverage. Adding the interaction term between frequency and prior frequency can help determine whether the
elasticity differs between previously frequent and infrequent routes.

Figure 3-4: Route level productivity in passenger boardings per stop per trip as a function of weekday frequency over time in four metro areas.

3.5.3 Sensitivity to Prior-Frequency

Table 5 shows the fixed-effects model results where frequency is interacted with prior frequency. The log($\text{Pop}_it + \text{Job}_it$) and $\mu_t$ are almost identical to the previous model. The elasticity is the sum of its two first terms, $\delta_1 + \delta_2 \log(\text{Freq}_{it0})$. The estimate of $\delta_1$ is far off from the estimate in Table 4 because the term is not centered. Its interpretation should assume that $\log(\text{Freq}_{it0}) = 0$, which is difficult to represent intuitively.

Figure 5 shows the elasticity of ridership to frequency as a function of prior frequency. Confidence bands of one standard deviation surround the estimated elasticity. Since the elasticity term includes two components, one fixed, $\delta_1$, and one based on frequency in the first year, $\delta_2 \log(\text{Freq}_{it0})$, the combined standard deviation was obtained using the Delta Method (Oehlert, 1992). In Portland, Miami, and Atlanta, elasticity is greatest on low-frequency routes, while in Minneapolis/St-Paul elasticity is greatest on high-frequency routes. These results indicate that in all agencies besides Minneapolis, each percentage increase in frequency will produce greater percentage increase in ridership on routes that were previously infrequent than on routes that already had high-frequency.
Table 3-5 - Fixed Effects Model with Prior Frequency

<table>
<thead>
<tr>
<th></th>
<th>Portland</th>
<th>Miami</th>
<th>Minn. / St Paul</th>
<th>Atlanta</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \log (Freq_{it}) )</td>
<td>1.39 (0.20)**</td>
<td>1.64 (0.28)**</td>
<td>-0.08 (0.22)</td>
<td>1.66 (0.09)**</td>
</tr>
<tr>
<td>( \log (Freq_{it}) ) * ( \log (Freq_{it}) )</td>
<td>-0.20 (0.06)**</td>
<td>-0.22 (0.08)**</td>
<td>0.22 (0.06)**</td>
<td>-0.25 (0.02)**</td>
</tr>
<tr>
<td>( \log (Pop_{it} + Job_{it}) )</td>
<td>-0.01 (0.04)</td>
<td>0.02 (0.03)</td>
<td>0.10 (0.04)*</td>
<td>0.07 (0.01)**</td>
</tr>
<tr>
<td>( \mu_t )</td>
<td>-0.01 (0.00)**</td>
<td>-0.04 (0.00)**</td>
<td>-0.03 (0.00)**</td>
<td>-0.05 (0.00)**</td>
</tr>
</tbody>
</table>

Log-likelihood: -10129.75  -10336.89  -10883.90  -19370.27
Num. obs.: 4884  5264  5647  3453
\( n \): 6  5  6  5
\( T \): 6  5  6  5

\( ** p < 0.001; \hspace{0.2cm} * * p < 0.01; \hspace{0.2cm} * p < 0.05; \hspace{0.2cm} \cdot p < 0.1 \)

Figure 3-5: Elasticity of ridership to frequency as a function of frequency

3.6 DISCUSSION AND CONCLUSION

Through this study, we have shown how ridership can be modeled on a highly disaggregated level, while capturing the effects of frequency. A Poisson fixed-effects model was proposed to control for endogeneity and unobserved heterogeneity in ridership, which is count data. With the development of a new data standard for historical APC data, GTFS-ride (Porter et al., 2018), passenger count data are expected to become increasingly available. The methodology applied to this problem for the first time can guide future research to address some of the most pressing contemporary problems facing public transportation.
The large difference in elasticities between the cross-sectional and fixed-effects models imply the presence of unobserved heterogeneity at the segment or route level. Controlling for variation in frequency within each segment or route is therefore necessary to evaluate the effect of other factors outside of transit agencies’ control. Therefore, stops, segments, or routes should be used as the spatial unit to analyze transit ridership. Evaluating ridership data on geographic units that are not related to transit service (e.g. Census Blocks, Block Groups, neighborhood) involves blending the unobserved heterogeneities of several routes together. For example, a 10% increase in service in an area will have a very different effect depending on which route increased in frequency.

Transit agencies are tasked with making decisions with the tools available. Basing these decisions on a snapshot of ridership at one point in time is tempting because it provides an intuitive framework of comparison. Simply looking at a cross-section of ridership, one may conclude than increasing frequency leads to greater productivity. After all, frequent routes serve more passengers per trip than lower-frequency routes as shown in Figure 4 and in the cross-sectional analysis of Subsection 6.1. In reality, however, no agency has an overall elasticity greater than one, as shown in Subsection 6.2. Therefore, each marginal trip added to a route will, on average, produce less ridership than the current route productivity. For all agencies studied, the expected ridership returns from frequency are diminishing.

The relationship between elasticity and prior frequency is a product of both the potential demand and the existing transit system. In the pursuit of ridership, transit planners set frequencies to the point of diminishing returns. In Portland, Miami, and Atlanta, the potential demand on high-frequency corridors is already matched by the current service levels. In these cities, more potential demand remains untapped on lower-frequency routes, as shown in Subsection 6.3. This is particularly true in Atlanta, where the productivity advantage of frequent routes is minor and where elasticity decays with prior frequency at a fast rate. In Portland and Miami, the elasticity decay with prior frequency within route-segments over time is offset by the productivity advantage of prior frequency between route-segments at a point in time. In Minneapolis, on the other hand, frequency is positively associated with productivity when comparing both between and within route-segments. Minneapolis/St-Paul, therefore, has more untapped demand on corridors that already have high frequency than on the coverage network.

The expected ridership change from cutting service on a low-frequency route to prioritize a high-frequency route (or vice versa) can be estimated solely based on prior frequency and productivity of both routes, as shown in Section 5.3. Therefore, the decision to prioritize service coverage or concentration should be made on a case-by-case basis to attain the best possible compromise. This chapter gives transit agencies the tools to predict the effects of service changes.

These results bring nuance to one of the most ingrained assumptions in service allocation policymaking: the binary choice between ridership and coverage. Walker popularized this postulate, encouraging transit agencies to split operating budgets between the two categories of service (Walker, 2012). This study found that operating dollars can contribute to both objectives simultaneously to different degrees. In particular, a transit agency exclusively focused on ridership would not want to concentrate all its service on the single most productive route. As theorized by Furth and Wilson (1981)
the optimal ridership would be attained when the marginal productivity is the same on all routes. This idea is confirmed by this research, which shows that frequent routes are, on average, more productive than lower-frequency routes, but that increasing frequency on a route leads to a decline in productivity.

The service allocation problem consists in setting frequencies throughout the bus network with the objective of minimizing a combination of waiting costs for passengers and operating costs for the agency (Mohring, 1972). The method was extended by Furth and Wilson (1981) to consider the societal benefit of transit ridership in the objective function based on elasticities from Mayworm et al. (1980). More recent research has used ridership elasticity to frequency as an input parameter (Verbas and Mahmassani, 2013). The optimal service allocation policy was found to be sensitive to the assumed elasticity. The elasticities modeled in this chapter can support these types of service allocation optimization tools. Future research could take the relationship between elasticity and prior frequency into account to attain even greater efficiency.

This chapter provides the keys to understanding where ridership is declining and its relationship with frequency. While frequency is not the only factor affecting ridership, it determines the feasibility, travel time, and reliability of transit trips. Frequency changes every three to four months, bringing sudden jolts to the transit service, which must be considered in any ridership model. Changes in service level may even affect ridership on adjacent lines. The model presented in this chapter could be extended in future research to consider the ridership impact of nearby service changes, from slight bus schedule adjustment to heavy rail station opening.

Several research questions remain unaddressed. In particular, service changes do not explain the current nation-wide ridership crisis. Other factors such as changing travel behaviors, demographics shifts, and competition from dynamic mobility companies may also affect the demand for buses on a local level. They may ultimately explain the ridership change at the regional and national level. But their effects are necessarily lower order as they tend to drift slowly over time. Therefore, the elasticity to frequency is necessary to understand the underlying causes of ridership change. The approach presented in this chapter will allow future research to understand the causes of ridership decline and identify strategies to reverse the trend.
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4.0 WHO’S DITCHING THE BUS?

Research conducted by Dr. Kari Watkins and Dr. Simon Berrebi. The full paper is published in Transportation Research Part A.


4.1 INTRODUCTION

Public Transportation in the United States attained an unprecedented level of crisis in 2018, when, following six consecutive years of decline, bus ridership fell to its lowest level ever recorded (Cihak and Pham (1999); Dickens (2019). Bus ridership, which represents almost half of all transit trips, is driving down overall transit usage. While rail ridership started declining in 2015, it is still higher than in 2012. The 12.9% drop in bus unlinked passenger trips during the same period has caused overall transit ridership to fall by 6.1%. The lost fare revenue makes it more difficult for transit agencies to deliver service, which reduces access for parts of the population that have no other means of transportation.

There still lacks a consensus on the root causes of the current ridership crisis. Recent studies have pointed to a number of possible explanations, including urban migration, demographic shifts, service levels, and competing ride-hailing services (Manville et al., 2018; Driscoll et al., 2018; Boisjoly et al., 2018; Hall et al., 2018; Graehler Jr et al., 2019; Ederer, 2019). Studies have reached diverging conclusions on the role of each of these factors. To-date, virtually all the research investigating ridership trends over time have used the metropolitan area or transit agency as the spatial unit of analysis. However, the dynamics affecting ridership are likely to be taking place at a far more disaggregated scale.

In order to understand why ridership is declining, we must first ask who. Transit agencies serve diverse constituencies, which have different travel behaviors. On an individual level, the demand for buses changes over time in reaction to personal circumstances and competition from alternative modes. The external factors driving travel demand and the reaction they elicit are not homogeneously spread across socio-demographic groups. For example, the rise of telecommuting almost only applies to white-collar jobs. Another example is dropping car ownership costs, which apply to all but have more impact on the travel behavior of low-income people. Therefore, whatever is causing the ridership decline on a national level may have different effects on individual patrons.

Understanding which passenger characteristics are most closely associated with the decline is a necessary step towards identifying the causes of behavior change. If the ridership loss is particularly prevalent among certain socio-demographic groups, then the factor leading to this shift in travel behavior may be identified. If, on the other hand, the ridership decline is evenly distributed, then the underlying cause could be a blanket factor affecting all in the same way. Based on this
determination, transit agencies would then be able to anticipate future changes in ridership and implement treatments to reverse the trend. They could then decide whether to lure back these lost riders with more service or concentrate on more promising market segments.

While we are seeking to identify the neighborhood demographics associated with ridership and change thereof, higher order effects must be controlled for: population, jobs and service frequency. To analyze ridership at a fixed point in time, we develop a model that represents the interaction between travel demand and supply. To identify the demographic characteristics associated with ridership change between 2012 and 2018, a fixed-effects model captures the impact of changing population, jobs, and frequency over time. This analysis is based on the same four transit agencies as Chapter 3:

- Tri-County Metropolitan Transportation District of Oregon (TriMet) in Portland OR
- Miami-Dade Transit in Miami, FL
- Metro Transit in Minneapolis/St-Paul, MN
- Metropolitan Atlanta Rapid Transit Authority (MARTA) in Atlanta, GA

This chapter proceeds as follow: the next section describes the research done thus far on who is ditching the bus. The Data section introduces the model variables and their sources. The Case Study section introduces the four transit agencies featured in this research. The Results section shows the cross-section and fixed-effects regression model results, which are verified with scatter plots. Finally, the broader implications of this research are discussed in the Conclusion Section.

4.2 LITERATURE REVIEW

Recent studies have included demographics variables in their analysis of ridership change over time to shed light on the effects of urban migration and demographic shifts. Driscoll et al. (2018) estimate the effects of aging population on ridership. Assuming that travel demand and mode share by age bracket have remained constant since 1980, they simulate how ridership would have changed under different age distribution scenario. They find that 3% of the 20% decline could be due to aging population. In a longitudinal study of Utah Transit Authority ridership over 10 years, Lyons et al. (2017) find that the change in proportion of white residents correlates negatively with the change in ridership. Boisjoly et al. (2018) model the factors affecting ridership change in 25 North American transit agencies over 14 years. They find that the change in proportion of carless households is positively correlated with ridership change. These results help understand how transit agencies serving customers with different needs evolve over time, but they lack the granularity to explain behavioral changes happening on a local level.

To capture the relationship between local demographics and ridership, studies cross APC data with neighborhood-level data sources. Dill et al. (2013) model stop-level ridership in Portland, Eugene, and Medford, OR. They find that across the three cities, the proportion of local residents who are white, college-educated, and have access to a car correlate negatively with ridership. Frei and Mahmassani (2013) evaluate how static demographics explain stop-level ridership. They find that the proportion of residents who are employed and under 17 years old correlates with higher ridership. Mucci and
Erhardt (2018) model factors affecting ridership at one point in time and measure whether these factors changed between 2009 and 2016. Assuming that the effect of income on ridership has not changed, they find that the 6% increase in high-income households could be responsible for 4% of the decrease in ridership. While these studies help understand who rides the bus at one point in time, they don’t explain changes in travel behavior overtime.

A host of research has evaluated the connection between demographics and ridership on an individual level using surveys. Based on the Canadian Census, Pasha et al. (2016) model the influence of demographics and transportation-related variables on transit mode-share in Calgary. They find that income is negatively correlated to transit mode share. Based on the 1995 National Household Transportation Survey, Giuliano (2005) find that low-income earners and African-Americans are more likely to have less access to private vehicles and to use public transportation more often.

Based on travel surveys from 1998, 2003, and 2008, Grimsrud and El-Geneidy (2013) and Grimsrud and El-Geneidy (2014) find that transit mode share declines over the course of one’s life due to longer commutes, parental responsibilities, etc. However, when controlling for these variables, recent younger generations exhibit greater transit mode shares than previous cohorts. It is telling that demographic factors are significant and consistent when approached from three levels of aggregation: regional, local, and individual. While some of the studies in the literature seek to understand how changes in demographics explain changes in ridership, they are all based on the assumption that travel behavior by age, race, and social status remains constant over time. In reality, changes in behaviors from transit patrons may explain the current ridership crisis.

This research seeks to evaluate how the propensity to use transit among different demographic groups have changed over time. We use panel regression to control for changes in frequency, population, and jobs. The next sections describes the data, case studies, and modeling techniques employed in this study.

### 4.3 DATA

In this chapter, the spatial unit of analysis is again the route-segment. See Chapter 3 for more information about how these route-segments were created. All the terms and variables used in this chapter are defined in Table 1. The data sources (ridership, frequency, population and jobs, demographics) were also similar to those in Chapter 3.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rid</td>
<td>Total weekday passenger boardings and alightings</td>
</tr>
<tr>
<td>Freq</td>
<td>Total weekday vehicle-trips</td>
</tr>
<tr>
<td>Pop+Job</td>
<td>Total population and jobs within ¼ mi of segment</td>
</tr>
<tr>
<td>DemZeroVehHH</td>
<td>Proportion of households with zero vehicles</td>
</tr>
<tr>
<td>DemWhite</td>
<td>Proportion of residents who are white</td>
</tr>
<tr>
<td>DemHighSch</td>
<td>Proportion of residents who completed high-school or less</td>
</tr>
</tbody>
</table>
DemMillennial Proportion of residents aged 22 to 34 at time of Census survey  
DemSenior Proportion of residents over 62 at time of Census survey  
DemJobs Proportion of Pop+Job that are jobs  
x Vector of explanatory variables  
t Year ∈ (0,⋯, T)  
i Route-segment ∈ (0,⋯, n)

The same four transit agencies were selected to explain the nation-wide ridership decline. These transit agencies are similar in key ways that make their comparison possible. They are also different enough to be representative of the broader trend. The four agencies are all mid-sized to large from different regions of the United States. They were early adopters of APC technology and attained full or almost full coverage several years ago. Table 2 shows the years of data availability and summary statistics of the regression variables. None of the transit agencies had data available for 2012 through 2018. The analysis starts in 2013 in Miami, in 2014 in Atlanta and ends in 2017 in Portland, Miami, and Minneapolis.

The transit agencies in this case study vary widely with respect to the model variables. The average stop serves 50.9 passengers per weekday in Portland, but only 36.4 in Atlanta. Average frequency is more homogeneous across agencies, ranging between 37.5 trips per day and Atlanta with 43.6 trips per day. Atlanta also has the least average population and jobs surrounding bus stops with less than half of any other city. Portland is by far the whitest city with, on average, 80% of white resident surrounding bus stops. Miami is the least educated city with almost half of resident surrounding bus stops having no secondary education. The proportion of millennials and seniors is similar across the four cities. Jobs represent between 31%, in Miami, and 39%, in Portland, of trip generators close to bus stops.

Table 4-2 - Years of Data Availability and Summary Statistics of the Regression Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>Portland Mean</th>
<th>Portland St. Dev.</th>
<th>Miami Mean</th>
<th>Miami St. Dev.</th>
<th>Minn./St. Paul Mean</th>
<th>Minn./St. Paul St. Dev.</th>
<th>Atlanta Mean</th>
<th>Atlanta St. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Year</td>
<td>2012</td>
<td></td>
<td>2013</td>
<td></td>
<td>2012</td>
<td></td>
<td>2014</td>
<td></td>
</tr>
<tr>
<td>Last Year</td>
<td>2017</td>
<td></td>
<td>2017</td>
<td></td>
<td>2017</td>
<td></td>
<td>2018</td>
<td></td>
</tr>
<tr>
<td>Rid</td>
<td>50.9</td>
<td>62.0</td>
<td>45.3</td>
<td>49.6</td>
<td>39.6</td>
<td>63.2</td>
<td>36.4</td>
<td>41.7</td>
</tr>
<tr>
<td>Freq</td>
<td>40.4</td>
<td>28.1</td>
<td>37.5</td>
<td>20.6</td>
<td>40.8</td>
<td>26.1</td>
<td>43.6</td>
<td>18.2</td>
</tr>
<tr>
<td>Pop+Job</td>
<td>1,451</td>
<td>2,004</td>
<td>1,439</td>
<td>1,573</td>
<td>1,631</td>
<td>2,435</td>
<td>710</td>
<td>915</td>
</tr>
<tr>
<td>DemZeroVehHH</td>
<td>0.13</td>
<td>0.11</td>
<td>0.13</td>
<td>0.10</td>
<td>0.15</td>
<td>0.10</td>
<td>0.16</td>
<td>0.11</td>
</tr>
<tr>
<td>DemWhite</td>
<td>0.80</td>
<td>0.09</td>
<td>0.66</td>
<td>0.29</td>
<td>0.66</td>
<td>0.18</td>
<td>0.35</td>
<td>0.29</td>
</tr>
<tr>
<td>DemHighSch</td>
<td>0.22</td>
<td>0.13</td>
<td>0.47</td>
<td>0.16</td>
<td>0.27</td>
<td>0.13</td>
<td>0.33</td>
<td>0.16</td>
</tr>
<tr>
<td>DemMillennial</td>
<td>0.23</td>
<td>0.08</td>
<td>0.19</td>
<td>0.04</td>
<td>0.26</td>
<td>0.09</td>
<td>0.23</td>
<td>0.08</td>
</tr>
<tr>
<td>DemSenior</td>
<td>0.17</td>
<td>0.05</td>
<td>0.19</td>
<td>0.06</td>
<td>0.15</td>
<td>0.05</td>
<td>0.15</td>
<td>0.06</td>
</tr>
<tr>
<td>DemJobs</td>
<td>0.39</td>
<td>0.25</td>
<td>0.31</td>
<td>0.24</td>
<td>0.38</td>
<td>0.25</td>
<td>0.35</td>
<td>0.25</td>
</tr>
</tbody>
</table>
4.4 RESULTS

This section presents the results from the Poisson cross-section and fixed-effects models. For derivation of the model forms, please see the published paper.

4.4.1 Cross-Section

We begin by modeling ridership at a fixed point in time as a function of static frequency, population, jobs, and demographics. Table 3 shows the cross-section model results. Ridership in the first year (2012 for Portland and Minneapolis/St-Paul, 2013 for Miami, and 2014 for Atlanta) is explained with the change in frequency, population, and jobs, and with static demographics. We use the McFadden pseudo-$R^2$ to evaluate the fit. The high pseudo-$R^2$ in Portland, Miami, and Minneapolis/St-Paul indicates that the model explains the vast majority of the variation. Although the pseudo-$R^2$ in Atlanta is lower, it still explains almost half of the variation.

While the concentration of millennial residents can be positively or negatively correlated, the presence of seniors is associated with lower bus ridership in all four cities. In Miami, the parameter estimate for millennials is significantly negative, whereas in Minneapolis/St-Paul it is significantly positive. This result may be a reflection of the different types of places where millennials live in both cities.

Regarding seniors, the parameter estimates are consistent in sign and significance in all four cities. Neighborhoods with high concentrations of residents above 62 have lower ridership when controlling for frequency, population, and jobs.

Table 4-3 - Cross-Section Models

<table>
<thead>
<tr>
<th>Response Variable: Rid</th>
<th>Response Variable:</th>
<th>Response Variable:</th>
<th>Response Variable:</th>
<th>Response Variable:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Portland</td>
<td>Miami</td>
<td>Minn. / St Paul</td>
<td>Atlanta</td>
</tr>
<tr>
<td>log (Freq)</td>
<td>1.35 (0.04)***</td>
<td>1.21 (0.03)***</td>
<td>1.50 (0.04)***</td>
<td>1.33 (0.08)***</td>
</tr>
<tr>
<td>log (Pop + Job)</td>
<td>0.41 (0.06)***</td>
<td>0.53 (0.02)***</td>
<td>0.52 (0.02)***</td>
<td>0.33 (0.04)***</td>
</tr>
<tr>
<td>DemZeroVehHH</td>
<td>0.32 (0.31)</td>
<td>0.34 (0.18)</td>
<td>0.46 (0.34)</td>
<td>1.36 (0.40)***</td>
</tr>
<tr>
<td>DemWhite</td>
<td>-0.44 (0.26)</td>
<td>-0.24 (0.08)**</td>
<td>-0.20 (0.24)</td>
<td>-0.05 (0.17)</td>
</tr>
<tr>
<td>DemHighSch</td>
<td>0.58 (0.19)**</td>
<td>0.41 (0.12)**</td>
<td>0.96 (0.34)**</td>
<td>0.59 (0.30)*</td>
</tr>
<tr>
<td>DemMillennial</td>
<td>-0.15 (0.35)</td>
<td>-3.18 (0.48)***</td>
<td>1.61 (0.29)***</td>
<td>0.92 (0.48)</td>
</tr>
<tr>
<td>DemSenior</td>
<td>-1.34 (0.50)**</td>
<td>-1.60 (0.39)***</td>
<td>-1.88 (0.55)***</td>
<td>-1.67 (0.65)*</td>
</tr>
<tr>
<td>DemJobs</td>
<td>0.46 (0.12)***</td>
<td>0.16 (0.09)</td>
<td>0.28 (0.15)</td>
<td>0.61 (0.17)***</td>
</tr>
<tr>
<td>(Intercept)</td>
<td>-3.87 (0.49)***</td>
<td>-4.44 (0.24)***</td>
<td>-4.92 (0.46)***</td>
<td>-2.87 (0.49)***</td>
</tr>
<tr>
<td>Pseudo R2</td>
<td>0.83</td>
<td>0.75</td>
<td>0.83</td>
<td>0.45</td>
</tr>
<tr>
<td>Deviance</td>
<td>8829.85</td>
<td>11730.70</td>
<td>9246.77</td>
<td>12979.48</td>
</tr>
<tr>
<td>Num. obs.</td>
<td>874</td>
<td>1165</td>
<td>959</td>
<td>718</td>
</tr>
</tbody>
</table>

** p < 0.001; * * p < 0.01; * p < 0.05; p < 0.1

In all four cities, the share of jobs in total trip generators (populations + jobs) is positive, which indicates that each job contributes more to ridership than each individual resident. This may be because areas with high job to total trip generator ratio tend to be highly concentrated, and therefore transit-supportive. This effect explains the low coefficient of log(Pop+Job).
Finally, race, education, and vehicle ownership all correlate with transit usage. In all four cities, the proportion of white residents and zero vehicle households are negatively and positively correlated with ridership, respectively, albeit not significantly so in every city. The proportion of residents whose maximum level of education is high-school correlates significantly and positively with ridership in all four agencies. These results are consistent with the literature (Giuliano, 2005), particularly with Dill et al. (2013), who modeled ridership at the stop-level in Portland as a cross-section analysis.

### 4.4.2 Fixed-Effects with Static Demographics

We now model the change in ridership over time as a function of frequency, population, and job change, and of static demographics. Table 4 shows the fixed-effects model results. Unfortunately, the Poisson fixed-effects model does not have an equivalent to $R^2$. The variable Year represents the ridership change across route-segments, which is otherwise unaccounted for in the model. It is only significant in Atlanta, where it can be interpreted as a systematic effect pulling ridership downwards. In the other three agencies, the time-intercept is not significant, indicating that the model explains the overall ridership decline.

The effects of population and job change over time is only significant in Atlanta, and to a lesser extent in Minneapolis/St-Paul. Even in these cities, the coefficient is unrealistically low. The population change captured between 2011 and 2015 may not be sufficient to explain the ridership change in subsequent years. The variation from changing population and jobs may already be captured by the frequency and demographic variables in the model. In particular, the proportion of jobs in total trip generators is significant in every city except for Portland. The advantage of jobs versus residents in generating ridership was strengthened in Miami and Atlanta, and diminished in Minneapolis/St-Paul.

Table 4-4 - Fixed-Effects Models

<table>
<thead>
<tr>
<th></th>
<th>Response Variable: $\text{Rid}_t$</th>
<th>Portland</th>
<th>Miami</th>
<th>Minn. / St Paul</th>
<th>Atlanta</th>
</tr>
</thead>
<tbody>
<tr>
<td>log ($\text{Freq}_t$)</td>
<td>0.71 (0.04)***</td>
<td>0.82 (0.04)***</td>
<td>0.74 (0.03)***</td>
<td>0.69 (0.01)***</td>
<td></td>
</tr>
<tr>
<td>log ($\text{Pop}_t + \text{Job}_t$)</td>
<td>-0.02 (0.04)</td>
<td>-0.02 (0.03)</td>
<td>0.08 (0.04)</td>
<td>0.05 (0.01)***</td>
<td></td>
</tr>
<tr>
<td>Dem$\text{ZeroVehHH}_{it0} * t$</td>
<td>0.01 (0.06)</td>
<td>-0.26 (0.07)***</td>
<td>-0.13 (0.08)</td>
<td>-0.39 (0.04)***</td>
<td></td>
</tr>
<tr>
<td>Dem$\text{White}_{it0} * t$</td>
<td>-0.18 (0.07)*</td>
<td>-0.12 (0.03)***</td>
<td>-0.17 (0.07)**</td>
<td>-0.12 (0.02)***</td>
<td></td>
</tr>
<tr>
<td>Dem$\text{HighSch}_{it0} * t$</td>
<td>0.02 (0.05)</td>
<td>0.22 (0.05)***</td>
<td>-0.13 (0.09)</td>
<td>0.27 (0.03)***</td>
<td></td>
</tr>
<tr>
<td>Dem$\text{Millennial}_{it0} * t$</td>
<td>0.38 (0.10)***</td>
<td>-0.55 (0.20)**</td>
<td>-0.05 (0.08)</td>
<td>0.25 (0.05)***</td>
<td></td>
</tr>
<tr>
<td>Dem$\text{Senior}_{it0} * t$</td>
<td>0.37 (0.14)**</td>
<td>-0.42 (0.17)*</td>
<td>0.55 (0.14)***</td>
<td>-0.08 (0.06)</td>
<td></td>
</tr>
<tr>
<td>Dem$\text{Jobs}_{it0} * t$</td>
<td>-0.02 (0.03)</td>
<td>0.13 (0.03)***</td>
<td>-0.17 (0.03)***</td>
<td>0.06 (0.01)***</td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>-0.02 (0.02)</td>
<td>-0.01 (0.02)</td>
<td>0.03 (0.02)</td>
<td>-0.06 (0.01)***</td>
<td></td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>-10117.52</td>
<td>-10303.07</td>
<td>-10825.20</td>
<td>-19333.60</td>
<td></td>
</tr>
<tr>
<td>Num. obs.</td>
<td>4884</td>
<td>5264</td>
<td>5647</td>
<td>3453</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>874</td>
<td>1165</td>
<td>959</td>
<td>718</td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

** $p < 0.001$; *** $p < 0.01$; * $p < 0.05$; $p < 0.1$
There is no consistent change in age-related transit ridership across cities. The presence of both seniors and millennials correlate with ridership gain in Atlanta but with ridership loss in Miami. Neighborhoods were more likely to increase in ridership if they had high concentrations of millennials in Minneapolis/St-Paul and seniors in Atlanta.

The proportion of white residents is the only demographic factor that consistently and significantly affects ridership across all four agencies. In every case study, white neighborhoods were more likely to decline in ridership when controlling for frequency, population, and job change. In Miami and Atlanta, the proportion of residents without secondary education is associated with ridership gains and the proportion of residents without access to a car is associated with ridership loss. These results indicate that the recent decline in ridership is happening in white, educated, and carless neighborhoods.

In order to investigate the main trend found in Table 4, Figure 1 shows the log-relative change in ridership versus proportion of white residents within a ¼ mile radius surrounding route-segments. The vertical axis shows the log of ridership in the last year divided by the first year, which is how the Poisson model considers change in the response variable. The opacity of each point is weighted by its first-year productivity in ridership per trip. The red line shows a simple regression trend with every route-segment weighted the same.

There is a consistent negative relationship between the proportion of white residents and the change in ridership, but it does not entirely explain the overall ridership decline. In all four agencies, whiter neighborhoods lost more productivity even when not controlling for population, jobs, and all other demographic variables. This trend is strongest in Portland and Atlanta; less so in Miami and Minneapolis/St-Paul.

The trend, however, does not account for all of the ridership decline. Route-segments surrounded by low proportions of white residents also lost ridership, just not as much as homogeneously white neighborhoods. In Miami, Minneapolis/St-Paul, and Atlanta, places with just 50% of white residents were still expected to drop in productivity. Portland is the exception but almost all route-segments are majority-white.

In all four agencies, the trend is strongest among the most productive route segments. Lighter points, which represent low-productivity route-segments have considerably more variation. Since these route-segments have fewer boardings and alightings per trip to begin with, a few more or less passenger can overwhelm the log-relative change in ridership. Productive route-segments, on the other hand, exhibit a stable trend wherein ridership declines across the board but more so in white neighborhoods.
CONCLUSION

In all four cities, the demographic groups associated with high ridership at a point in time are also associated with the least ridership decline over time. This study confirms that the factors associated with transit-dependence in the literature correlate with cross-sectional ridership at the route-segment level. While ridership declined across neighborhood demographics between 2012 and 2018, it happened at a faster rate in places with few transit-dependent residents. When controlling for the change in frequency, population, and jobs, ridership declined the most in white neighborhoods. In addition, ridership change correlates positively with the proportion of high school educated residents and negatively with the carelessness rate in Miami and Atlanta.

While these findings do not explain why ridership is declining, they provide an important clue: the underlying cause of ridership decline affects travel behaviors in all types of neighborhoods, but especially in places where white, educated, and carless people live. One trend that has affected travel behaviors of white employees is the upsurge of telecommuting (Walls et al., 2007). Between 2012 and 2016, US employees working remotely rose from 39% to 43% and they spent more time doing so.
(Gallup, 2017). Another possible explanation is the rise of ride-hailing. Several studies report that people who are white, college educated, and have low-vehicle access are more likely to use ride-hailing (Rayle et al., 2016; Clewlow and Mishra, 2017; Dias et al., 2017; Circella et al., 2018; Sikder, 2019). Ride-hailing more than doubled the size of the overall for hire services sector between 2012 and 2017, when they were expected to surpass overall bus ridership in the United States (Schaller, 2018). Trends in telecommuting and ride-hailing therefore correspond with the ridership decline across time and neighborhood demographics.

The results also suggest that factors primarily affecting non-white neighborhoods are most likely not responsible for the ridership decline. Manville et al. (2018) assign the ridership decline in Southern California to a growth in vehicle ownership among low-income earners. This trend is likely to reach beyond Southern California; between 2012 and 2016, average gas prices in the United States declined every year and new car loan interest rates never rose above 5% (EIA, 2019; Butters, 2018). Meanwhile, real median income increased by 10.8% for African American households and by 20.5 % for Hispanic households. However, the fact that ridership is declining the most in white, and in the case of Miami and Atlanta highly educated, neighborhoods indicates that vehicle affordability is unlikely to be the root cause of the nation-wide ridership decline (Wilson, 2018). It is possible that the effects of rising car ownership among people who previously depended on transit was offset by the decline in African-American and Hispanic unemployment every year between 2012 and 2016 (BLS, 2018).

One of the key missing pieces of this analysis is the rail network. Since the early 1990’s transit agencies started prioritizing rail service over buses in an effort to capture potential riders who have access to private cars. This effort culminated in 2017 when rail ridership surpassed bus ridership for the first time since the dismantlement of the American streetcar system (Dickens, 2019). Future research should verify whether rail stations located in mostly white and educated neighborhoods have increased in ridership as a result of mode substitution. Or if, on the contrary, the same trends exhibited in the bus network apply to rail. In either case, the findings may have profound policy ramifications.
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5.1 INTRODUCTION

The emergence and rapid growth of Transportation Network Companies (TNCs) such as Uber and Lyft have gained considerable prominence in offering a new mode of transportation to consumers. An increasing number of public agencies are partnering with TNCs in order to reduce operation cost, increase transit ridership, and improve service levels and customer experiences (Westervelt, Schank and Huang, 2017; Schwieterman, Livingston and Van Der Slot, 2018). These partnerships include using TNCs to serve first- and last-mile rides to and from transit stations, to complement regular transit services during off-peak periods and in underserved areas, and even to substitute for underperforming transit routes (Westervelt et al., 2017; Schwieterman et al., 2018).

Transit agencies are often charged with equity goals of providing services to the Transportation Disadvantaged (TD) populations. TD populations, defined by Florida Statutes Section 411.202, are those who, because of physical or mental disability, income status, or age, are unable to transport themselves or purchase transportation and are dependent on others to obtain access to life-sustaining and social activities. In the state of Florida, they have been provided transportation services by public transit agencies, private for-profit and non-profit organizations, and other human service agencies. However, sustaining these transportation services has long been under great pressure due to the high cost and continuously increasing demand. As a new service model, partnerships between public transit and TNCs create opportunities to improve transportation services for TD populations. The 2019 Florida State Legislature Bill (CS/HB 411) makes these partnerships more promising by allocating designated funds and authorizing TNCs to provide nonemergency medical transportation services for TD populations. To make these partnerships work for TD populations, however, many challenges such as financial constraints and regulatory restrictions need to be addressed. The issue of how to work with TNCs to better serve the TD populations is an understudied research topic.

This research explores the current state and future opportunities of the TNCs partnership programs for TD populations especially, through literature review and semi-structured interviews with related
agencies in Florida. We aim at identifying transportation needs of TD populations and investigating the requirements and challenges of the partnership between transportation providers and TNCs to better serve them. Specifically, we apply a geospatial model to identify the current gaps in transportation service for TD populations in metro Orlando that can inform transportation providers about which geographic areas to prioritize in TNC partnerships. Furthermore, we provide a detailed discussion of the regulatory requirements associated with serving TD populations and the other challenges that transportation providers may face when seeking partnerships with TNCs.

5.2 THE RISE OF TNCS AND THE PARTNERSHIPS BETWEEN TNCS AND TRANSIT AGENCIES

When the TNCs such as Uber and Lyft were launched more than a decade ago, no one imagined that the ridesourcing service provided by these by-then small companies would shake up the landscape of transportation market and affect many related businesses profoundly. For one thing, TNCs’ innovative business models and advanced platform technologies have improved the convenience of transportation service. For another, their employment strategy (workers are generally considered to be independent contractors, rather than employees) have enabled their savings on wages and offering competitive pricing for customers (Collier et al., 2017). These two factors have attracted a growing number of new passengers who may have previously used other travel modes such as bicycling, bicycle-share, car-share, taxi, and transit (Clewlow and Mishra, 2017, Hall, Palsson and Price, 2018). The rise of TNCs may be one of the reasons leading to the decline of taxi business and public transit (Cramer and Krueger, 2016, Rahel, 2016, Hall, et al., 2018). Ridesourcing trips (i.e., trips served by TNCs) have been gradually increasing in most cities (Shared-Use Mobility Center [SUMC], 2016), especially in the last few years. For example, the daily trips of Uber and Lyft in New York City skyrocketed from 60,000 in 2015 to 600,000 in 2018 (Graehler, Mucci and Erhardt, 2018). Recently, TNCs have faced a small dip in ridership in some places after fare increases. The fare increase resulted from local and state regulatory changes regarding TNC drivers, including increasing personal income tax, limiting license, and minimum wage rule (Hagan and Patino, 2019). Still, ridesourcing has become one of the most popular travel options in a short period of time, especially in urban areas (SUMC, 2016).

Partnerships between transit agencies and TNCs have started to emerge since late 2015. Over time, more partnerships have been forged, along with more ongoing negotiations and discussions (McCoy, Andrew, J., Glynn, R., and Lyons, 2018; Schwieterman, et al., 2018, Han et al., 2019). As of 2018, over 40 partnership programs, most of which are still active, have been established (McCoy, et al., 2018, Schwieterman, et al., 2018). Almost all partnerships were initiated by transit agencies that aimed to improve local mobility and accessibility or to address budgetary deficiencies (Schwieterman, et al., 2018). These partnerships can be categorized into eight operating models based on their motivations and goals. Some partnerships may fall into more than one category.

1. First/Last Mile Connections

Some cities have partnered with TNCs to provide subsidized ridesourcing trips to and from selected key transit stations, along a designated route or within designated geographic zones, to address the “first
mile/last mile” transit problem. The main goals of this type of partnership include increasing geographical coverage of transit service, enhancing transit operating efficiency, promoting transit ridership, and presumably reducing highway congestion (Blodgett, Khani, Negoescu, and Benjaafar, 2017). It is the most common practice among all partnership programs because of its simplicity in operation (National Academies of Sciences, Engineering, and Medicine [NASEM], 2019). It is also an effective approach to avoid building new costly park-and-ride lots and to reduce the demand for overcrowded parking spaces around transit stations (Blodgett, et al., 2017, McCoy, et al., 2018).

2. General Transit or Suburban Mobility

The general transit, or suburban mobility, partnership is usually offered for low-density areas where transit services are inadequate or nonexistent. It provides fare-reduced TNC trips starting and ending within city boundaries or a predefined service area. A typical example of this kind of partnership is the Lyft operated in the city of Monrovia, California. This program allows passengers to take Lyft trips at a flat rate of $0.50 as long as they start and end within city limits.

3. Out-of-Span Services

The out-of-span service partnership accommodates the transportation needs of targeted population groups when public transit is unavailable or inadequate, such as in the late night and early morning. This service provides discounted or free ridesourcing rides within designated zones for people who take the night shift, mostly the low-income (Blodgett, et al., 2017, Schwieterman, et al., 2018). It is among the most prominent examples of partnerships that seek to address social-equity issues and to increase job access for low-income populations.

4. Peak-Demanded Event and Parking Shortage

This type of partnership is mainly motivated by a desire to deal with parking shortages. It is common that the parking demand at a location reaches its peak during special events such as sports games, concert, festival, or weekends in holiday seasons. To address parking demand and the associated traffic congestion, some agencies offer attendees one-time vouchers with certain cash value that can be redeemed for TNC trips (Blodgett, et al., 2017, Schwieterman, et al., 2018).

5. Guaranteed Ride Home (GRH)

The GRH program basically provides commuters who doesn’t drive alone to work or school regularly with free TNC rides during unexpected events, such as a sick child or a medical emergency. Common alternative commuting options include carpool, car-sharing, transit, biking, bike-sharing, and walking. Typically, employees are required to commute by these non-motorized modes two to four days per week. As a reward, they are eligible to use free rides two to six times per year. The partnership encourages regular transit use and enables TNC-provided trips to be included in the free ride options for eligible commuters (NASEM, 2019).

6. Meeting Monetary Goals
Some transit agencies initiated TNC partnerships to meet specific assessment criteria such as ridership, revenue, or operational budget. One of the most common approaches is to replace low-ridership bus lines with subsidized on-demand ridesourcing services (NASEM, 2019). This type of partnership can help transit agencies increase service efficiency and reduce operational costs. However, it can also be controversial. As public transit is often the only choice for the TD populations, eliminating transit lines can possibly jeopardize their mobility (McCoy, 2018). Firstly, this type of partnership may pose significant barriers that hinder and prevent use for people who do not have a bank account, a smartphone, or and a data plan, and for individuals with disabilities. Secondly, TNC services may cost more than previous transit services, and are less affordable for the low-income people. Transit agencies do not always have control over TNC operating practices and cannot ensure that fares will not increase (Sather, 2018).

7. Smartphone Applications for Trip Planning

Some transit agencies have sought assistance from TNCs to develop smartphone apps that display to travelers the availability of different travel options with different prices and durations for a potential trip (a concept often termed as mobility-as-a-service (MAAS). Traveler modes commonly integrated in this app include walk, bike, bus, metro, ridesourcing, and taxi. By integrating multiple modes for the same trip, the app helps to facilitate multimodal travel, such as the integration between ridesourcing and transit use, and encourage travelers to drive less. Some cities also developed apps that enable users to directly purchase transit tickets and then to connect to a TNC app for booking and paying for ridesourcing trips (Schwieterman, et al., 2018, NASEM, 2019).

8. TNC-provided Paratransit Services

Traditional paratransit services, or demand response (DR) services, are often the most expensive travel option for transit agencies to operate on a per-trip basis (Schwieterman, et al., 2018, McCoy, et al., 2018). The arrival of TNCs has expanded the paratransit options. For example, TNCs have provided a high level of access to DR services for people with visual disabilities. They also have provided more timely access to healthcare for customers who do not require wheelchair-accessible services (SFMTA, 2019). Some transit operators have thus outsourced part of the DR services to TNCs. This type of partnership usually allows paratransit-eligible riders, including people with disability or and older adults, to take TNC rides by paying the same or a lower fee for paratransit rides. These partnerships allow riders to have a more flexible schedule and a shorter waiting time (McCoy, et al., 2018). Nevertheless, customers’ experiences with TNC-provided paratransit services vary widely based on functional needs (SFMTA, 2019). TNCs drivers and their vehicles are often only appropriate for ambulatory persons with disabilities. This attribute restricts their ability to serve all customers that require transportation, including wheelchair users (FTA, 2019).

The partnerships between TNCs and transit agencies have been built upon common goals of the two parties, including attracting new riders, increasing ridership, reducing cost, improving mobility, and fighting against the private automobile (NASEM, 2019). Some pilot partnership programs have provided transit agencies the needed knowledge and hands-on experience of integrating innovative shared
mobility services into existing transportation systems to enhance transit operations (TRB, 2016). Transit agencies and TNCs have created a new service model for the general public, and they have actively overcome financial difficulties and regulatory hurdles along the way. However, transit agencies need to ensure that the benefits of such partnerships are distributed widely and equitably (SUMC, 2016). They should carefully evaluate and address the special travel needs of TD populations when conceiving partnerships with TNCs. Transit agencies should not only meet the legal and regulatory requirements in place but also prepare for other challenges such as data sharing, service monitoring, and funding sustainability. We will discuss these topics in the following sections.

5.3 MOBILITY OPTIONS FOR TD POPULATIONS IN FLORIDA

The Americans with Disabilities Act of 1990 (ADA) requires public transit agencies to provide “complementary paratransit” service to people with disabilities who cannot use the fixed-route service because of a disability. In general, TD populations in Florida are served by the Coordinated Transportation System, within which different agencies manage different transportation providers to offer various types of transportation services. These services can be provided through different funding sources. In addition to local public transit agencies, other human service agencies, private for-profit and non-profit organizations also play an important role in providing transportation services for TD populations.

Florida Coordinated Transportation System

As shown in Figure 1, TD populations in Florida are served by the Coordinated Transportation System. Different carriers in the system offer safe, cost-efficient transportation services. The Florida Commission for the Transportation Disadvantaged (FCTD) is an independent state agency that develops policies and procedures for the coordination of transportation services for TD populations. Community Transportation Coordinators (CTCs) are entities that provide or arrange the delivery of local transportation services to TD populations. Besides local CTCs, other public and private organizations, which are called “purchasing agencies” in the coordinated system, play a fundamental role in the provision, management, and oversight of transportation services for TD populations. Many of these “purchasing agencies” are human service agencies. They purchase trips from CTCs for their own clients.

Public Transit Services for TD Populations

Transit agencies across Florida are the main transportation provider for TD populations. Main services provided include paratransit, fixed-route transit, and flex-route transit. Paratransit is a door-to-door transportation service for eligible users such as people with disabilities or/and older adults who cannot take regular buses. In rural areas, it is the predominant transit service. In medium to large cities, fixed-route service is provided for the general public, including TD populations, like the low-income or/and older adults. TD populations can apply to become qualified to have the ticket or bus pass fee discounted or waived based on individual status. Flex-route transit is less common than the previous two options. Flexible service runs regular routes and schedule using vehicles that are ADA-compliant, and the vehicles can deviate within a certain distance or in a designated zone to pick up or drop off passengers. This type
of operation is a common resolution for areas with little or no fixed-route transit service, such as the low-to-medium density rural or suburban communities.
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Figure 5-1: Florida Coordinated Transportation System (adapted from Florida Commission for the Transportation Disadvantaged [FCTD], n. d.)

The expenditure of serving TD populations includes costs for ADA vehicles purchase, drivers and staff personnel, trips, regular maintenance, and customer-service. Some resource-constrained agencies find it difficult to provide services on their own and thus contract out all or part of the services to other vendors. A few transit agencies in Florida have been working with non-profit organizations or for-profit entities such TNCs. In these partnerships, the agencies subsidize eligible customers to pay less or have free rides. This kind of partnership usually happens in metropolitan urban settings with a denser and more diverse population, where more funds are available, and agencies have more resources and a greater capacity to provide a wider range of mobility options and to explore new and innovative ones.

**Human Service Agencies Serving TD Populations**

Other human service agencies coordinate transportation services for TD populations in Florida, such as Agency for Persons with Disabilities (APD), Agency for Health Care Administration (AHCA), and Aging and Disability Resource Centers (ADRCs). APD arranges Medicaid waiver transportation services for people who have intellectual and developmental disabilities. These services are fixed-route or door-to-door
paratransit services provided by transit agencies. APD also purchases trips from other private for-profit and non-profit entities. AHCA provides non-emergency transportation to Medicaid eligible recipients who cannot drive themselves or do not have someone that can take them to medical appointments. AHCA contracts with managed medical organizations that contract with transportation brokers to oversee the provision of the non-emergency transportation services. The transportation brokers provide services directly or indirectly by contracting with other non-profit, for-profit, or private providers. The ADRCs are a lead agency that manages the provision of services, including transportation, for older adults and individuals with disability in each county. Some lead agencies provide transportation services to their clients directly while others contract with transportation providers. They also work with TNCs for transportation programs that are not covered by federal or state funds.

5.4 TRANSPORTATION NEEDS OF TD POPULATIONS

Public transit or ADA paratransit is often the only transportation option available for many TD individuals to get to places. Some of them may also get rides occasionally from their social networks, such as neighbors, friends, and church, but these options are usually neither reliable nor sustainable in the long-term. Current transportation service is the only affordable and relatively reliable mobility choice for them, including fixed route, flex route, and paratransit. Unfortunately, it generally cannot meet more than basic and most important needs, due to insufficient transit funding and rising operating costs (Minot, 2018).

According to the FCTD annual performance reports since 2011, trips offered to TD population by public agencies can be categorized into five types based on their purposes, including health care/medical, employment, education/training/day care, nutritional, and other life-sustaining (FCTD, 2019). Due to the lack of trip purpose definition, it is often assumed that nutritional trips include trips to grocery stores and pharmacies, and other life-sustaining trips include shopping, recreation, and other social activities. These trips appear to cover almost all the travel needs of the TD populations. But from a convenience perspective, the provision is far from full needs and satisfaction, like the low-frequency bus for most places and the requirement of calling at least a day prior to planned trip for ADA transportation services. The situation becomes even worse when we take a closer look at the performance data, which we will discuss in detail below.

The TD population has grown at a faster rate than the total population (BEBR, 2018), with the former having an average annual growth rate of 2.4% and the latter 1.7% from 2016 to 2018 (FCTD, 2019). However, after Medicaid reformed in 2015 with cost control as a main theme, the number of total trips almost remained the same at around 22 million from 2016 to 2018, with a slight increase and decrease in 2017 and 2018, respectively. The potential TD population in the state of Florida is estimated to be 8.9 million (FCTD, 2019), which means only a small portion of them are served by public transit on a regular basis. Additionally, the percentage of TD populations served by public transit dropped drastically from 10% (834,602 out of 8,447,071) in 2016 to 3.5% (313,134 out of 8,866,128) in 2018 (FCTD, 2019). Although the reality might be slightly different from what these numbers imply due to changes in definitions and measurements, the data from the FCTD report do reveal that the transportation service
gap between the demand and the supply is becoming larger, as funding has decreased. The same conclusion can be drawn from the large number and percentage of unmet trip requests and complaints each year.

Since the state of Florida has a vast rural area, serving the transportation needs of TD populations is challenging. This is largely due to the dispersed nature of rural environments and limited local services. From the interviews we conducted with local transit agencies in rural counties, it is typical for a medical trip to take several hours for driving the passenger from their home to the nearest hospital. With a limited amount of funding and, hence, limited transportation services, it’s difficult for other types of trips needed by TD populations, such as grocery and shopping, to be met, as the priority might have been given to providing health care trips.

5.5 CASE STUDY: IDENTIFYING OPPORTUNITIES FOR TNC PARTNERSHIPS TO BETTER SERVE THE TRANSPORTATION DISADVANTAGED POPULATIONS IN METRO ORLANDO

In this section, we discuss our efforts to identify opportunities for TNC partnerships to better serve the TD Populations in Metro Orlando. Specifically, we applied a geospatial model to identify the current service gaps for TD populations. The identified service gaps are places where transportation providers should prioritize when they consider partnering with TNCs to better serve the TD populations.

We chose Metro Orlando as the case study area based upon three considerations: the size of the TD population, responses from interviewees, and the existing system characteristics. According to the 2018 Annual Performance Report of Florida Commission for the Transportation Disadvantaged (FCTD), about 30 percent of the TD population (2,611,383 people of a total population of 8,866,128) live in the service territories of three transit agencies in Florida (FCTD, 2019). These three transit agencies are Miami-Dade Transit, Broward County Transit, and Central Florida Regional Transportation Authority (Lynx) which serves the Greater Orlando region consisting of Orange, Osceola and Seminole counties. Considering interview results, service characteristics, and data availability, we chose Lynx as a case study agency to analyze the service gaps for the TD populations.

The Greater Orlando region has several advantages over the Miami-Dade and Broward County with respect to understanding the connection between TNCs and transit provision. The Southeast Florida region is a much larger metropolitan area that includes other counties (e.g., Palm Beach County) and each county has a separate transit agency. In contrast, the greater Orlando region, has a single metropolitan planning organization (MPO) and single transit agency serving multiple counties. Lynx provides service to urban, suburban, and rural areas. The transit agency has recently begun to offer NeighborLink service on 13 routes that connect suburban areas to the SunRail commuter rail system and provide microtransit service to low-density, suburban neighborhoods.

The Geospatial Model to Identify Gaps in Transportation Service for TD populations
We build on a current research by the research team, which has developed a geospatial model to identify gaps in transportation services for TD populations (Bejleri, Noh, Steiner, Winter, and Gu, 2018). We obtained demographic information for TD populations—older adults, individuals with disabilities, and the low-income people from the Florida Geographic Data Library (FGDL) based on the 2014–2018 American Community Survey (ACS 5-year estimates) blockgroup-level data. For simplicity, we only present our analysis of older adults in this report. This model and the supporting database of service providers were used to identify opportunities for collaboration and areas that may be vulnerable if transit service is reduced. The model considers public transportation, specialized transportation services and taxi/TNCs. By analyzing the interaction between the supply of transportation services and the travel demand, this model can identify current gaps in Lynx service for specific populations in the study area.

More specially, the transportation-service supply was measured by the transportation accessibility of each census block group. We calculated the accessibility scores by considering the number of opportunities (destinations) and the travel impedance to them while traveling using transit routes and walking to and from transit stops along transit routes. Transportation demand was measured as the size of the older-adult population. We further categorized each block group into four levels (very low, low, high, very high) of supply or demand based on the computed supply and demand scores. Finally, gap areas, defined as census block groups labelled as having a low supply (‘very low’ or ‘low’) and a high demand (‘very high’ or ‘high’), were identified accordingly.

Current Service Gaps of the Lynx System

Key results generated by the geospatial model are presented in the figures below. We applied the census block group level as the geographic unit of analysis. Figure 2 shows the spatial distribution of the supply index. In the study area, a 50.2% (125,112 people) of the 249,352 older adults have poor transportation supply (categories ‘very low’ and ‘low’). Figure 3 shows the spatial distribution of the population size of older adults, which indicates the travel demand. In MetroPlan Orlando, about 24 percent of older adults (a total of 60,405 people) live in areas that were categorized as ‘very high’ or ‘high’.

Figures 4 shows the service gap areas identified using the geospatial model. They consist of 31 block groups including 41,947 older adults (16.8% of total 249,352 older adult). An underserved census block group can be further distinguished by the severity of the mismatch between supply and demand, and the four levels of severity include “low supply, high demand,” “low supply, very high demand,” “very low supply, high demand,” and “very low supply, very high demand.” The last level should receive the
highest degree of priority if Lynx considers expanding or improving transportation services. Our communication with Lynx partially confirmed the validity of these results.

Figure 5-2: Supply Index of the Lynx service
Figure 5-3: Travel Demand (for older adults) Index
Leveraging TNC partnerships to Fill the Service Gaps

Based on the findings from the geospatial model and from our interviews with Lynx, we started to examine how TNC partnerships can help fill the service gaps. As discussed above, TNC partnerships often start with pilot projects that experiment TNC services in areas where paratransit or flex-ride services are currently provided. To examine how TNC partnerships can help serve the travel needs of TD populations, it is beneficial to examine how existing flex-ride services enhance fixed-route services. Another practical consideration for doing so is that no TNC partnerships exist in metro Orlando yet, and so we would not know the service areas of these partnerships if they were initiated. Thus, we evaluate how NeighborLink, a flex-ride service offered by Lynx, enhance transportation accessibility TD populations.

Figure 5 shows current Lynx service area and NeighborLink service area. Currently, Lynx provides 13 flex-service routes to connect stops of LYNX fixed-route system within a designated area. Figure 6 illustrates a spatial overlay considering both current NeighborLink service areas and transportation service (Lynx) gaps for older adults from Figure 4. This shows that if a new NeighborLink service is added or current
NeighborLink service area is expanded to identified gap areas, it might help to fill the transportation gaps.

Figure 5-5: Current Lynx service (stops) and NeighborLink service areas
5.6 REQUIREMENTS OF PARTNERSHIP BETWEEN TNCS & PUBLIC AGENCIES TO SERVE TD POPULATIONS

The requirements discussed here are twofold, with the intention of addressing them from the perspectives of both TNCs and public agencies. Federal law requires that any transportation providers for people with disabilities or/and older adults who can’t use regular transit, should meet some basic qualification criteria, including training drivers and providing APA-compliant vehicles. Most of the existing partnerships with TNCs are an “add-on” to existing transit services and the TNC services mostly serve non-ADA passengers, which means that TNCs would not need to go through the qualification process most of the time. In order to have the TNCs serving broader TD population, they should be required to meet the same standards as other providers – having qualified drivers and vehicles. The requirements for public agencies are multi-faceted and cross-jurisdictional, which include locating additional funds, finding an economically sustainable partnership model, and coordinating different service providers.

Partnership Requirements for TNCs

Figure 5-6: Current gap areas and NeighborLink service areas (left). Zoom in areas covered by NeighborLink services 611, 612, & 613 (right)
During 12 hours of phone interviews that we conducted with different TD transportation providers in the state of Florida, one thing that stood out and impressed us the most is that almost all the agencies strongly believed, and repeatedly mentioned that TNCs should meet the strict FTA and FDOT requirements for driver and vehicle qualification before initiating partnership programs. Specifically, TNC drivers should complete a basic certification training that is fully compliant with FTA and ADA requirements to provide services for the TD populations. Although the strict qualification process requires a great deal of effort and expense, it should not be negotiable as a mean of lowering the cost. It ought to be a required or mandatory action considering that a large TD population are already being marginalized or even excluded and unable to fully engage in society. Additionally, to have drivers and staff properly trained, it may enhance the trust and bonding with local communities, making the service accountable and reliable.

Several other possible requirements for TNCs were also discussed during interviews. One of them, being most beneficial for older adults, is to set up a dedicated call center for those who need to make a trip appointment but don’t have access to smart phones or don’t feel comfortable using smart phones and ridesourcing apps. Another valuable insight from experienced agencies is to integrate different payment methods, including cash, debit/credit card, and payment through Florida Medicaid Management Information System (FMMIS).

**Partnership Requirements for Public Agencies**

Due to time constrains, we did not interview representatives of TNCs regarding their point of perspectives on possible partnership for TD population, especially the responsibilities and requirements of transit and human service agencies and other public organizations. However, we still obtained lots of useful information during interviews with public agencies regarding their responsibilities. After the TNCs have completed the qualified process, much of the efforts on how to make the partnership work falls on the shoulder of public agencies. They need to seek additional funds or/and learn from best practices in other places and explore more sustainable partnership business models.

Another requirement for agencies is that they are the major force to coordinate all available transportation services for TD populations and to balance the relationships with all the for-profit service providers, if any. During the process, they need to be also aware that there may be competition between vendors and be proactive in designing strategies to minimize the competition and to distribute available service sources to TD populations as much as possible, with the ultimate goal of providing equitable access to all people.

### 5.7 CHALLENGES OF THE PARTNERSHIP WITH TNCS TO SERVE TD POPULATIONS

Several challenges exist for establishing effective and sustainable partnerships with TNCs to serve TD populations: limited budgets, a lack of evaluation data, equity concerns, technology barriers, safety concerns, and difficulties in the integration of myriad choices. Based on the literature review and our interviews with related agencies, we summarize these challenges separately as follows:
Financial Challenges

- Financial Constraint and Lack of Sustainable Business Model

The operation of paratransit service is extremely expensive. The director of Aging and Disability Resource Centers in North Central Florida said that providing transportation services for their clients is about $35 for a one-way trip. A more extreme example is the paratransit service in Boston, which has one of the highest per trip costs in U.S. at around $50 for a one-way trip (Minot, 2018). The limitation in budget and funding has been a common reason why partnership programs with TNCs were discontinued after a relatively short period of time. Freedom in Motion, which is an Uber app-based, on-demand transportation program for older adults in Gainesville, has been suspended several times when funding was exhausted since its first pilot in 2015. Although the program started up again as soon as funding became available, the number of participants decreased due to the service disruptions.

With the continuous rising transportation demand of TD populations and the introduction of real-time, on-demand attributes to transportation services, the operation cost is likely to increase. Since designated pilot-project grants and funds will expire, how to design a self-sustaining business model is a major challenge for the transportation providers working with TNCs.

- Increase in Service Demand and the Appropriate Pricing

Transit agencies have long been looking for successful cost reduction strategies that do not limit service to paratransit users. Although incorporating TNC into the service suite has been regarded as a possible approach to save cost, the corresponding increase in transportation service demand of TD populations need to be taken into account. It is highly possible that subsidized TNC service users would increase and that they take trips more frequently if the service is convenient. For example, Boston’s Massachusetts Bay Transit Authority (MBTA) began a partnership with Uber and Lyft in 2016 to save money in providing paratransit services. Although the cost was reduced initially—with a 20% reduction in overall costs and an 80% reduction in per trip cost (Bankson, 2017), a large increase in service demand followed, which made MBTA essentially break even on its overall budget. Such demand shifts would bring a challenge in setting an appropriate price point while considering both service budget and customers’ ability to pay (Minot, 2018).

Regulatory issues

- Free Market vs. Restricted System

As mentioned above, the federal and state governments require that all the transportation services for TD populations in Florida using federal or state funding should go through the coordinated transportation system, which means that the transit agencies and other human service agencies can only purchase transportation from the designated local CTCs. However, those agencies call for a competitive market of the transportation services for the TD populations as a premise of working with TNCs in consideration of cost efficiency as well as providing better services for their own clients. They are seeking more autonomy and would like to choose whoever they want to be the transportation
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providers and contract with TNCs directly. This situation brings about another challenge to find a balance between the “free market” and the “restricted system”, in other words, to establish and enforce regulations without suppressing market competition (Moran and Lasley, 2017).

- **Lack of Regulatory Standards for TNC Services**

Since the entry of TNCs to the market, researchers have been debating over to what extent the regulatory standards that serve economic and social purposes should apply to TNCs (Dobson 2014; Moran and Lasley, 2017). Both our literature review and interviews with related agencies revealed that TNC companies have resisted and are seeking to avoid the cost of background checks and required training of their drivers (Curtis, 2015; Schwieterman and Livingston, 2018). As for TNCs providing services for the TD populations, much concern focuses on the potential discrimination (Mulley & Nelson, 2016). Although related literature highlighted that TNCs should be treated as transportation providers with obligations similar to those imposed on taxi services (Reed, 2016) and comply with the 1990 US ADA (Koffman, 2016), TNCs have been questioned and complained by the general public for not ensuring equal transportation access, as they tend to provide substandard or non-existent service for individuals with a disability and individuals who use a wheelchair (Westervelt, 2019).

**Challenges in Monitoring and Evaluations**

- **Difficulties in Data Sharing and Service Monitoring**

Data is important for planning and management purposes in providing transportation services for the TD populations. However, having TNCs share data about demographics of users and geospatial distribution of usage is difficult due to the concern of protecting customers’ private information (Curtis, 2015). In fact, even if privacy is not a problem, TNC companies will remain reluctant to share confidential data due to the fear of data leakage to their competitors. Without these valuable data from TNCs, transit agencies and other human service agencies cannot observe the real-time performance of the TNC services and may not be able to monitor service quality (Blodgett et al., 2017). Transit agencies also cannot determine how to adjust their service to be more efficient and effective.

- **Lack of Formal Evaluations of Existing Partnership Programs**

As more cities and transit agencies explore partnerships with TNCs to improve transportation services for the TD populations, it is necessary to carry out formal evaluation of existing and previous programs before new ones are developed (Schwieterman and Livingston, 2018). Unfortunately, the lack of formal evaluation currently stands as a major challenge. Although several well-received partnership programs exist, practitioners have limited information on the real costs and benefits and little hard evidence to judge whether the programs are achieving their goals or not. Without a formal evaluation of existing pilot projects and partnership programs and a systematic review of what worked well and what did not, the same mistakes made by those failed programs may be repeated in the future. This dilemma, however, is partly due to the poor data sharing which makes the evaluation of performance difficult (Schwieterman and Livingston, 2018).
Equity concerns

- Technology Barriers

As the use of TNC services requires smartphone apps, some potential users may be deterred from these services because they are not yet able to access or have trouble using these technologies. Older adults may especially have difficulty in operating applications on a smartphone. Some individuals with disabilities, such as those with visual impairment, may find their needs to arrange their travel not yet been met by the existing features and functionality of TNC apps (Simek et al., 2018). Additionally, most TNCs require a credit card for registration and payment, which could interfere with access for low-income and unbanked populations (Blodgett et al., 2017).

- Safety Issues

The low requirements necessary to become a TNC driver represents one of the most important factors that have enabled the rapid growth and acceptance of TNCs. For a large portion of drivers, it is a second or third job used to make some extra cash. Few of them need or want to go through a training program before becoming an independent contractor. TNCs may still provide voluntary training for interested drivers to serve the transportation disadvantaged. But it is questionable whether the training would be enough to enable drivers to understand the challenges, special needs, and requirements of the clients. Inadequate training can lead to severe safety concerns. The unfamiliarity and under-preparedness of handling special situations would put those vulnerable riders in danger, especially the older adults or people with disabilities.

Challenges also exist in putting off the doubts of some TD individuals on using TNCs because of their safety concerns. The reasons for their feeling unsafe include a feeling of vulnerability due to their physical condition (such as disability), a lack of familiarity with the drivers, the perception that TNCs are not sufficiently regulated and TNC drivers are not affiliated with an agency who is responsible for them (Simek et al., 2018).

- The Urban-rural Divide

The low requirements necessary to become a TNC driver represents one of the most important factors that have enabled the rapid growth and acceptance of TNCs. For a large portion of drivers, it is a second or third job used to make some extra cash. Few of them need or want to go through a training program before becoming an independent contractor. TNCs may still provide voluntary training for interested drivers to serve the transportation disadvantaged. But it is questionable whether the training would be enough to enable drivers to understand the challenges, special needs, and requirements of the clients. Inadequate training can lead to severe safety concerns. The unfamiliarity and under-preparedness of handling special situations would put those vulnerable riders in danger, especially the older adults or people with disabilities.

Challenges also exist in putting off the doubts of some TD individuals on using TNCs because of their safety concerns. The reasons for their feeling unsafe include a feeling of vulnerability due to their
physical condition (such as disability), a lack of familiarity with the drivers, the perception that TNCs are not sufficiently regulated and TNC drivers are not affiliated with an agency who is responsible for them (Simek et al., 2018).

5.8 CONCLUSION

By conducting an extensive literature review and semi-structured interviews with many transportation agencies in Florida, we have identified the opportunities and challenges associated with partnerships between transportation providers and TNCs. The Florida Coordinated Transportation System and its organizational structure create the flexibility which allows transportation providers that serve the TD populations to establish partnerships with TNCs. Being offered a new mobility option with real-time, on-demand features, the TD populations can experience great gains in accessibility to essential destinations and travel satisfactions. Furthermore, the recently established Florida state legislature Bill HB 411 makes these partnerships more promising by allocating designated funds and authorizing TNCs to provide nonemergency medical transportation services for the TD populations.

With a growing number of TD population in the state of Florida, there would be increasing demand for publicly available and affordable transportation services that can serve their needs. Yet transportation service providers face funding constraints. While the existing partnerships with TNCs, which are limited in scope, appear to work out well in the short term, it is questionable if the funding can be sustainable in the long run. Moreover, it is uncertain if the travel needs of the TD populations would be disrupted if transportation agencies replace the existing transportation services such as paratransit and flex-ride services with TNC services. Up until now, many federal and state requirements such as the ADA requirements are not yet applied to TNCs when they partner with existing transportation service providers for the TD populations. One could expect the cost of TNC services to rise if TNCs are forced to meet these regulations, which would create greater funding pressure for TNC/public-transportation partnerships. In addition to these financial challenges and regulatory constraints, other potential problems that may impede successful partnerships include lack of data sharing and service monitoring for TNC services and equity-related issues such as technology barriers for TNC-service adoption, safety concerns, and the urban-rural divide.

Our research is subject to several limitations that should be addressed in future work. First, we only interviewed public transit agencies and human service agencies in the state of Florida. These agencies know better about their clients and have a strong dedication to meet the transportation needs of transportation-disadvantaged populations. However, if we were able to communicate with TNCs about their motivations, experiences, and concerns on working with agencies, we would have had a more rounded perspective on the challenges of the public-private partnership and opportunities to better serve transportation-disadvantaged populations. Additionally, this study only focuses on how transit agencies and TNCs work together to better serve transportation-disadvantaged customers. However, the effects of TNC regulations on their often-disadvantaged workforce is another key issue worth probing into. The problems of the burdensome labor regulations, such as distributing to TNC drivers the cost of commercial licenses, background checks, or permits, have been salient but remain unresolved.
(Collier et al., 2017). Although TNCs’ employment strategy have enabled their competitive pricing for customers and the potential to benefit the transportation disadvantaged, the rights of TNC drivers is still a crucial aspect that is closely related to how TNCs could benefit all populations in the long run.
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6.0 HEALTHCARE ACCESS & HOW TECHNOLOGY IS RESHAPING PARATRANSPORT

Research conducted by Dr. Noreen McDonald and Mary Wolfe, University of North Carolina at Chapel Hill.

Transport barriers to healthcare lead to adverse health outcomes and increased healthcare costs. Technological advances are reshaping strategies to overcome transport barriers and have potential to change the current usage of paratransit and dial-a-ride services in the U.S. These changes affect level of service provided to riders as well as the cost to users and transportation providers. While these advances are occurring swiftly and across the country, it is unclear how these changes might shift access to care for certain populations. Our research is multi-pronged and aims at 1) identifying the scale of transport barriers to care in the US, 2) assesses current patterns of paratransit usage to reach healthcare services in NC, 3) analyzes perspectives from healthcare providers on transport barriers and strategies to overcome, and 4) investigates the evolution of paratransit in light of innovation in mobility services. The findings of our research shed light on the rapid evolution of paratransit services and provide decision-makers with an understanding of how technology is changing this service. While this research was conducted prior to COVID, the pandemic emphasizes the need for further attention to innovative solutions for overcoming transport barriers to care.

Taken together these strands of research show the large and unmet need for transport to healthcare in the United States. They document the strong actions taken by current providers attempting to meet this gap including transit operators and medical providers as well as innovative solutions being tried to transit agencies, medical providers, and insurers to utilize shared mobility services. The results highlight the complexity of the issue – there is no simple technology-based solution – but do show the potential for integrated solutions that meet the needs of transport and healthcare providers. Our research findings are provided in this report, have been published in journal articles, and presented at conferences and through STRIDE webinars and meetings with transport and healthcare practitioners working on these issues. The resulting journal articles are:

Wolfe, M.K., McDonald, N.C. Innovative health care mobility services in the US. BMC Public Health 20, 906 (2020). Innovative health care mobility services in the US

The following sections summarize our research in each of these areas:

6.1 Document the prevalence of transportation barriers nationally and for specific patient populations,

6.2 Inventory traditional and new paratransit services providing access to health destinations,

6.3 Assess the motivation for new providers of paratransit to offer the service, and

6.4 Inventory traditional and new paratransit services providing access to health destinations.

**6.1 DOCUMENT THE PREVALENCE OF TRANSPORTATION BARRIERS NATIONALLY AND FOR SPECIFIC PATIENT POPULATIONS**

Given the lack of access to information regarding operating costs of new paratransit services (as was originally proposed), we instead documented the prevalence of transportation barriers to care nationally, as this is an important figure to understand and the most recent estimate available is from 2005. A full paper titled ‘Transportation Barriers to Healthcare in the U.S.’ has been published in the *American Journal of Public Health* based on this research. A summary is presented below. We have also disseminated this research to practitioners through a STRIDE webinar on September 18, 2019, which is available through the STRIDE website. The full citation for the article is:


**Introduction**

While there are many demonstrated barriers to health care access including socioeconomic constraints and health literacy limitations, a lack of viable transportation inhibits a patient’s ability to travel to health-promoting institutions like doctors’ offices and pharmacies. Transportation barriers interrupt adherence with medical appointments and can prevent people from seeking care at all, which can exacerbate chronic disease and worsen health status over time (CDC, 2012). Patients who miss medical appointments experience adverse health outcomes, including increased hospital readmissions, medication noncompliance, and disrupted continuity of care (Mehrotra, 2008; Salameh, Olsen, and Howard, 2012; Syed, Gerber, and Sharp, 2013). Research shows that missing follow-up appointments to primary care providers leads to health risks for patients who miss diagnostic testing (Karter et al., 2004). Missed appointments also undermine early detection of disease (Weingarten, Meyer, and Schneid, 1997).

An oft-cited study from 2005 estimates that approximately 3.6 million Americans miss or delay non-emergency medical treatment every year despite having health care coverage due to lack of transportation to care facilities (Wallace, Hughes-Cromwick, Mull, and Khasnabis, 2005). In order to update this estimate, we use data from the National Health Interview Survey to conduct a descriptive
cross-sectional and longitudinal analysis of the prevalence of transportation barriers to care in the US. Uncovering patterns of transportation barriers to care will inform healthcare providers and insurers who have a vested interest in promoting patients’ kept appointments.

Methodology

We used data from the National Health Interview Survey (NHIS) to investigate the prevalence of transportation barriers to care in the US. We leverage a particular question in the NHIS that asks: "There are many reasons people delay getting medical care. Have you delayed getting care for any of the following reasons in the past 12 months? . . . you didn’t have transportation?"

We examine responses to this question in three ways. First, we look longitudinally from 1997 to 2019 at the proportion of people who delay medical care due to lack of transportation over time. From each wave of data, we excluded only those respondents who were not asked about transport barriers to care because they were not part of the adult or child samples (n= 1,090,240) or who did not provide a valid answer to this question (n= 6,674) leaving a total pooled sample of 892,235 children and adults across 21 years.

Next, we take an in-depth look at patterns of transportation barriers to care for adults in the year 2017. We evaluate transport-delayed care across various sociodemographic subgroups and for people with various health conditions. Finally, we examine what factors might make someone more likely to report a transportation barrier to care. For the same 2017 sample, we specify a binary logistic regression model to look at correlates of this outcome adjusting for age, sex, race, ethnicity, educational attainment, poverty status, insurance status, employment status, and geographic region.

Findings

The number of Americans who delay medical care because they did not have transportation has grown over time, from 4.8 million in 1997 to 5.8 million in 2017. The proportion of Americans with this transportation barrier has fluctuated over time, spiking significantly during the Great Recession with a peak of 2.2% in 2010. While the proportion of Americans reporting this barrier is 1.8% in both 1997 and 2017, there is evidence of linear growth in the rate of delayed care due to a transportation barrier over time at a pace of .03 percentage points per year (P<0.001). These longitudinal trends can be seen in Figure 8, which reflects the weighted frequency of this transportation barrier for all ages at the population level.

In 2017, 1.9% (95% CI [1.7, 2.1]) of American adults aged 18 years and older delayed medical care because of a transportation barrier. Overall, 2.2% of women and 1.5% of men report delaying care because of transportation and this difference is statistically significant (P<0.001). There is variation across age groups, however the difference between groups is borderline significant (F= 2.37, P=0.076). Rates of transport-delayed care vary significantly across race and ethnicity groups (F=10.31, P<0.001) with non-Hispanic black respondents reporting the highest rates. Transport barriers to care vary significantly by educational attainment of respondents, with nearly 3% of those with a high school diploma or less reporting a transport barrier and only 0.6% of those with a bachelor’s degree or higher
reporting the same barrier. Poorer people are more likely to report transport-delayed care, with 7% of those living below the federal poverty threshold and 5.6% of those receiving Medicaid doing so in 2017

Figure 6-1: Frequency of transportation barriers to care in the US, 1997-2017 (all ages)

Conclusions

Lack of transportation delays medical care for millions of Americans every year, with this number nearing 6 million in 2017. There is a separate and robust literature that describes how increased patient access to routine and preventative care leads to improved overall health outcomes as well as avoidance of costly ambulance bills and emergency department visits. Our estimate of the number of Americans who delay medical care because of lack of transportation is likely conservative because there is often non-response bias in NHIS among those who are poor, homeless, and in very poor health.

Trips to medical facilities can be provided via Medicaid NEMT; mileage reimbursement through the Veteran’s Administration; several offerings by Accountable Care Organizations; and rides through community organizations and volunteers. Even with these various current strategies, however, our finding that nearly 2% of the population reports transport-delayed care is evidence that current transportation options do not work for a large number of people.

6.2 DOCUMENT USAGE PATTERNS FOR TRADITIONAL PARATRANSIT SERVICES IN THE TRIANGLE REGION OF NORTH CAROLINA FOR ACCESS TO HEALTH SERVICES

There is not yet a presence of health-focused TNC services in the Triangle region of North Carolina. For Task 4.2, we therefore document usage patterns of existing paratransit provision in this region.

First, we assessed Medicaid non-emergency medical transportation (NEMT) trip counts at the county-level in 2018. NEMT is a Medicaid benefit that facilitates access to and from medical services for beneficiaries who have no means of transportation, or who need accommodations for physical or mental disabilities. Since its inception in 1966, Medicaid pays for NEMT services using the most appropriate and least costly form of transportation. Through this required benefit, states purchase
hundreds of millions of rides from taxis, livery vehicles, vans, ambulettes, and public transit every year. Medicaid NEMT provision in the Triangle region for fiscal year 2018 is displayed in Table 2.

Table 6-1 - Regional NEMT utilization in the Triangle, NC (FY 2018)

<table>
<thead>
<tr>
<th>County</th>
<th>Medicaid Trips</th>
<th>% of total trips</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orange</td>
<td>4,761</td>
<td>13%</td>
</tr>
<tr>
<td>Wake</td>
<td>145,175</td>
<td>81%</td>
</tr>
<tr>
<td>Chatham</td>
<td>8,708</td>
<td>11%</td>
</tr>
<tr>
<td>Johnston</td>
<td>48,398</td>
<td>52%</td>
</tr>
<tr>
<td>Lee</td>
<td>18,309</td>
<td>29%</td>
</tr>
<tr>
<td>Person</td>
<td>6,163</td>
<td>13%</td>
</tr>
</tbody>
</table>

Data reflects directly-operated demand response provision. Counties displayed are members of the Research Triangle Regional Partnership with exceptions: no directly-operated demand response in Warren, Granville, and Franklin Counties. Data for Durham County unavailable as it is owned and managed by contract agency Frist Transit.

Next, we use the city of Durham, NC as a case study to closely examine characteristics of paratransit provision in order to understand the demand that would need to be served by innovative services entering this region. Over an eleven-month period from July 2018 to May 2019, we analyze the overall distribution of trip destinations as well as the origins and destinations of all paratransit trips carried by the GoDurham transit agency. These trips include ADA trips as well as Medicaid NEMT trips.

Between July 1, 2018 and May 31, 2019, the number of total weekday paratransit trips was 127,359. Across these trips, the distribution to “medical,” “work,” and “recreational” destinations are shown in Table 3.

Table 6-2 - Distribution of paratransit trip destinations

<table>
<thead>
<tr>
<th>Destination</th>
<th>% of total</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical (not including Dialysis)</td>
<td>7.27%</td>
<td>9,254</td>
</tr>
<tr>
<td>Medical (including Dialysis)</td>
<td>14.02%</td>
<td>17,857</td>
</tr>
<tr>
<td>Work</td>
<td>1.15%</td>
<td>1,468</td>
</tr>
<tr>
<td>Recreational</td>
<td>2.38%</td>
<td>3,028</td>
</tr>
<tr>
<td>Other/unknown</td>
<td>75.18%</td>
<td>95,752</td>
</tr>
</tbody>
</table>

The most frequent ADA paratransit client took a total of 590 trips in this 11-month period. The following heatmaps (Figures 1 & 2) show ADA, Medicaid NEMT, and County Trip origins and destinations (note: Highest intensity areas in red; Heatmap radius [i.e. How close trips must be to each other to make colors intensify] = 1 mile).
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Figure 6-2: Paratransit Trip Destinations (trips carried by GoDurham; 7/1/18-5/31/19)

Figure 6-3: Paratransit Trip Destinations (trips carried by GoDurham; 7/1/18-5/31/19)
6.3 ASSESS THE MOTIVATION FOR NEW PROVIDERS OF PARATRANSIT TO OFFER THE SERVICE

We addressed this task by working with a group of health care providers in Durham, NC to assess motivation for innovation in the provision of paratransit. Specifically, we targeted care coordinators, social workers, and case managers who work with behavioral health patients to understand the unique challenges in acquiring transportation to medical appointments for this patient population.

Care coordinators are people who are trained in a health-related field, most often social work or nursing, who support groups of low-income or chronically ill patients, helping them to understand their care plans, and schedule primary-care visits, and plan transportation to medical appointments.

In addition to transportation barriers, individuals who live with a behavioral health condition often face other significant barriers to accessing care, such as time conflicts, limited availability of appointments with community-based providers, and the social stigma associated with seeking treatment for a mental illness or substance use disorder. It is especially important for these patients to keep scheduled behavioral health treatment appointments and to keep up with prescribed medications in order to avoid increased risk of experiencing a relapse or crisis that can lead to hospitalization.

We conducted a survey of care coordinators, social workers, and case managers who attended a travel training session hosted by GoTriangle (the regional transit agency). The half-day session was organized to teach attendees about the various transportation options available to their behavioral health clients. Importantly, the training covered eligibility criteria and approval processes for all travel options. Volunteers and GoTriangle employees taught sessions about bus service, van service, and the various online resources available to help in the trip making process (see Figure 3).

Forty-one people attended the training in Durham, NC. We conducted a pre- and post-survey to ascertain specific aspects about the transportation booking process for behavioral health clinicians and case managers. Of all attendees, 33 people responded to the voluntary survey; 2 respondents were dropped due to incomplete surveys leaving a final sample size of 31. Our findings from the pre- and post-survey follow.

Findings from Travel Training pre-/post-survey of behavioral health care providers:

About the respondents: The career breakdown of the respondents was as follows: there were 14 mental health care providers with a clinical focus; this included Intake clinicians, Community Support Team specialists, behavioral health urgent care clinicians, and outpatient therapists. There were 17 respondents with a case management focus, which included care managers, care coordinators, case managers, and Registered Nurse care coordinators.
Costs of arranging transportation: On average, respondents said that 70% of their clients have unmet transportation needs. When their clients travel to a medical appointment, they estimate that 45% take the bus, 28% travel by van, 24% travel by car, and 6% by taxi. In a typical week, respondents serve about 20 clients (this ranges from 0 to 55 depending on their job description). On average, our respondents with a case management focus see more clients (n=24) compared to those with a clinical focus (n=17). Respondents were also asked to estimate how much time they personally spend each week arranging transportation for their clients: respondents with a case management focus estimated spending 3.6 hours a week while those with a clinical focus estimated 2.3 hours a week. Over 70% of all respondents said that the average time spent booking transportation for a single client is less than one hour, while a quarter of respondents said they spend between 1-3 hours booking transportation for a single client.

Pre-training sentiments: Before the training, respondents were asked about their level of comfort booking transportation with a range of available services in the area (Figure 4). They were also asked about the reasons for choosing which transportation mode to arrange for their clients (Figure 5).
Post-training findings: Respondents were asked to react to various statements both before and after the training to assess the effectiveness of the travel training. Responses followed a Likert-scale ranging from strongly disagree to strongly agree. In response to the prompt: “I feel comfortable helping my clients plan a trip using the bus system,” there was a major shift among respondents after the training from those who disagreed or felt neutral about their level of preparation to agreeing or strongly agreeing (Figure 6). A similar shift was observed in response to the prompt: “I feel prepared to use online resources to plan a trip using the bus system” (Figure 7).
Before the training, when asked about available van services, 13 respondents reported that they were uncomfortable booking with the service or didn’t know what the service was. After the training, when asked whether they “feel more informed about possible van services,” 94% of respondents reported ‘yes’.
6.4 INVENTORY TRADITIONAL AND NEW PARATRANSPORT SERVICES PROVIDING ACCESS TO HEALTH DESTINATIONS

Technology and policy innovations are reshaping medical transportation options. As the healthcare market moves towards value-based arrangements, treatment adherence is critical. At the same time, the U.S. has seen a proliferation and normalization of shared mobility technology in recent years. Ridehailing companies like Uber and Lyft have entered the market to capture a significant share of current spending on non-emergency healthcare transportation. Across the country, care providers are partnering with shared mobility services to establish new ways for patients to access on-demand rides to and from medical appointments.

In this task, we build on our Year 1 STRIDE research to develop a final inventory and catalog of innovative healthcare mobility strategies. We identified three core types of innovation or collaboration in this space and our final typology can be seen in Table 1. The first and most common type of innovation is when a healthcare provider leverages ridesourcing technology to book patient trips. This involves both established and nascent transportation companies tailoring the ridesourcing experience to the healthcare industry by adding HIPPA-compliance to the booking process. The second type of innovation involves an insurer, health plan, or care delivery system partnering with a ridesourcing company to expand transportation offerings to beneficiaries or offer these services for the first time. The third type of innovation is when a paratransit provider partners with a ridesourcing company to carry trips for riders who qualify for traditional paratransit services.

We are disseminating this research through multiple channels and aim to reach academic and practice audiences. We have developed a journal manuscript, ‘Innovative healthcare mobility services in the U.S.’ which has been published by BMC Public Health. We have conducted a STRIDE webinar on September 18, 2019, which was attended by approximately 30 practitioners and is available for viewing through the STRIDE website. The full citation for the journal article is:

Wolfe, M.K., McDonald, N.C. Innovative health care mobility services in the US. BMC Public Health 20, 906 (2020). Innovative health care mobility services in the US

Table 6-3 - Typology of innovative healthcare mobility services

<table>
<thead>
<tr>
<th>Who books the ride?</th>
<th>Type I Healthcare provider leverages ridesourcing tech.</th>
<th>Type II Insurer partners with TNC</th>
<th>Type III Paratransit provider partners with TNC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Clinician (on patient’s behalf); patient (sometimes)</td>
<td>Patient or clinician</td>
<td>Usually the riders/patients</td>
</tr>
<tr>
<td>Who pays?</td>
<td>Healthcare providers; brokers; patient</td>
<td>Insurance companies; health plans</td>
<td>Transit agency; patient pays ‘fare’ with substantial subsidy from transit agency</td>
</tr>
</tbody>
</table>
### Eligible for Medicaid reimbursement?

<table>
<thead>
<tr>
<th>Patient Benefits:</th>
<th>Healthcare Provider Benefits:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Varies by TNC; in many cases, yes, given patient eligibility</td>
<td>Can track patients’ trips as well as own spending; Dynamic booking (instant or in advance)</td>
</tr>
<tr>
<td>Financial support for patients; Addresses social determinant of health Greater patient engagement</td>
<td>Greater patient engagement; reduced costs in long-term</td>
</tr>
<tr>
<td>n/a</td>
<td>Reduced appt. no-shows</td>
</tr>
<tr>
<td>Yes, given patient eligibility</td>
<td>Dynamic booking circumvents need for advance booking; Increased trip reliability; Patients who otherwise can’t afford TNC service have access</td>
</tr>
</tbody>
</table>

Source: authors’ own analysis of findings of nationwide scan

### 6.5 CONCLUSIONS: HEALTHCARE ACCESS & HOW TECHNOLOGY IS RESHAPING PARATRANSPORT

This work documents various avenues through which innovation in shared mobility is driving the evolution of healthcare transportation. Ridesourcing options are appearing in electronic medical record workflows of clinicians, and they are becoming a part of the choice set for patients through formal partnerships with care providers, insurance companies, and transit agencies. The growth in popularity of these options will have important implications for transit agencies who currently provide trips to medical destinations as a significant share of their paratransit trips, as demonstrated in GoDurham trip data from 2018. New mobility solutions promise cost saving potential for insurers and more reliable access for patients; however, it is unclear whether these services could be financially viable in low-density, non-urban areas.

Through our qualitative work with health care providers in Durham, NC, it is clear that there is a need for improved transportation to medical services—especially for populations with acute medical needs such as behavioral health patients. An important consideration of implementation of any healthcare transportation innovation is the lived experience of target users. Patient level of comfort with ridehailing technology is likely a very important determinant of uptake.

Our work also documents a significant problem in transportation access to health care nationally. We found that transportation barriers to care disproportionately impact individuals who are poor and who have chronic conditions, yet there is a need for further research on transportation barriers to care that is even more nuanced in relation to health conditions and patient populations, and that incorporates greater place-based information. With additional research, innovative transportation solutions can be tailored to target patients by geographic region or by diagnosis.
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## 7.0 APPENDIX A – SUMMARY OF ACCOMPLISHMENTS

<table>
<thead>
<tr>
<th>Date</th>
<th>Type of Accomplishment (select from drop down list)</th>
<th>Detailed Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nov 2018</td>
<td>Conference Presentation</td>
<td>Berrebi, S., Gibbs, T., Joshi, S., Watkins, K., “Understanding Ridership Change at a Disaggregated Spatial and Temporal Level: A Comparison of Portland, Minneapolis, and Miami” Rail~Volution, Pittsburgh, PA</td>
</tr>
<tr>
<td>Jan 2019</td>
<td>Student Accomplishment or Award</td>
<td>1st place, STRIDE poster competition at the <em>Transportation Research Board 2019 Annual Meeting</em>, Washington, DC.</td>
</tr>
<tr>
<td>April 2019</td>
<td>Conference Presentation</td>
<td>Wolfe, M. “Innovative healthcare transportation services for older Americans,” Poster at the <em>Safe Systems Summit</em>, Durham, NC.</td>
</tr>
<tr>
<td>Date</td>
<td>Event Type</td>
<td>Authors and Title</td>
</tr>
<tr>
<td>-----------</td>
<td>---------------------</td>
<td>-------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>August 2019</td>
<td>Paper submitted</td>
<td>Steiner, R., Bejleri, I., Bae, X., Han, M. &amp; Noh, S. “Requirements and Challenges for Partnerships between Transportation Disadvantaged Service Providers and TNCs. Submitted to Transportation Research Record, Journal of the Transportation Research Board.</td>
</tr>
<tr>
<td>October 2019</td>
<td>Conference Presentation</td>
<td>Steiner, R., Bejleri, I., Bai, X., &amp; Han, M. Improving Transportation Accessibility for the Transportation Disadvantaged: Collaboration Between Transit Agencies and TNCs Accepted for Presentation to the Association of Collegiate Schools of Planning conference</td>
</tr>
<tr>
<td>October 2019</td>
<td>Invited Seminar</td>
<td>Watkins, K. “Understanding recent transit ridership decline in the US” University of North Carolina</td>
</tr>
</tbody>
</table>